Scientific Computing
CSE 5400-02/4510, Fall 2019
Instructor: Debasis Mitra, Ph.D.

Office: Harris 325   E-mail: dmitra ‘at’ cs.fit. edu
Class Home Page: http://www.cs.fit.edu/~dmitra/SciComp/
Class Room: Crawford 402      Class Time: TR 2 – 3:15 pm      Office Hours: MW 10am-12 pm (or by appointment)
Tentative Grading plan: Theory presentations: 30%, Coding: 30%, Project: 40%

Detailed activities of Spring 2017, mapped on to meeting days in Fall 2019:
≤ 29 days
	Date
	Agenda
	

	Aug 20, T
	Intro to C++ & complexity theory: DM

Reading Assignment: Ch 1 on C++
Many Python libraries, e.g., Tensorflow, are written in underlying C++, learn it if you are not already there!!

You may like to refer: cplusplus.com

and the language tutorial therein.
	Form two persons’ groups, for presentations and project.

I must receive your presentation by the morning of the class 



	Aug 22, R

	Ch 2 Linear Algebra: 
Gauss-Jordan elimination, up to Ch2.2: Valerie-Stephen
(Look up Cormen et al.’s Algorithms book for theory)

Complexity theory from Algo class slides: DM

Quiz on Ch1.1

Everybody reads the chapter before the presentation: I WILL GIVE QUIZ ON THE PRESENTATION/CODE TOPIC OF THE DAY, IN MOST CLASS-DAYS!
	Ch 2-Linear Algebra

Coding from the book: 

You may need to write the main function; type the library 
from the book unless you download source code (OK!), 
and note that this is old C++ - you may need to update
 to work with your compiler.

Best way to have a good feel about book’s code is to type 
them by hand instead of downloading, modify (even small unnecessary things), and put your own comments.

Make sure you can demo in the class, have appropriate adapters, etc.
Coding presentation: 
(1) Not everything from the book need to be coded, only salient algorithm(s)! 
(2) Run on a small example that you worked out 
by hand to show your code works;

(3) Show the source code; and 

(4) Run on a large (possibly downloaded, 
free online data set) to show how efficient the code is.

	Aug 27, T
	Code Gauss-Jordan: Valerie-Stephen 
LU decomposition algorithm presentation (Cormen book is good source also): Lucas-Jerry 
	Qz-2


	Aug 29, R

	Self-study project: at the bottom of this table
LU decomposition code: Lucas-Jerry
SVD basics, and 2.7.6, (finding range, nullity, and rank of a matrix, PCA with SVD): Joy
Read and present carefully also from 2.6.2: Joy
	Qz-3

Linear systems of eq may be: ill-posed, underdetermined, or overdetermined
On presentations: In science, “algorithms” are often written 

as formulas. Do present them, and explain them, if necessary.

Complexity analyses, often helps in understanding algorithm,

like dimension analyses in physics. Present them, if you understood and can explain. Important, for CS students!

	Sep 2, M
	 -- Labor day --
	

	Sep 3, T
	-- Hurricane Dorian --
	

	Sep 5, R

	-- Hurricane Dorian --
	

	Sep 10, T
	SVD demo with your code: (1)  least squares solving, (2) a real life example: Joy
Choleski and QR decompositions, Algorithm: V-S
IF WE HAVE TIME: 

QR coding: Valerie-Stephen
	Qz-4


	Sep 12, R
	Anything left from the last class.

Interpolation - Ch 3 through 3.2: L-J

	Ch 3-Interpolation 



	Sep 17, T
	V-S: complete with Base_interp 

Ch 3.3 cubic spline in detail (what is the difference between spline and polynomial interpolations?): V-S 

Polynomial and Cubic-spline interpolation  code demo: V-S

Ch 3.4 Rational and Barycentric interpolation: L-J
	Projects discussion: I want to know what you have 
looked at so far

Projects 
0. What are the questions you would like to raise 

and answer for yourselves?

1. Presentation-1 of the basics 

2. Review on usage in imaging, presentation-2

2.5. A report: format to be decided later

3. Any downloaded code and demo, presentation-3


	Sep 19, R
	Spillover from last class

Ch 3.5 and 3.6 The difference of interpolation and modeling;

Multi-dimensional interpolation, Bicubic spline, both: Joy 

(make sure the presentation goes through this time)
Code Barycentric: L-J
Can you find an animated visualization of a pole, and show how Barycentric overcomes that?
	(Local interpolation against global modeling
Take home Quiz: how are 10 points used for deriving 4 parameters in cubic polynomial fitting (over determined system of eq)?

	SEPT 21, Saturday 2-4pm
	Ch 2.4 Band diagonal, Tri-diagonal: V-S
Ch 3.7 Radial basis, Shepherd, Kriging interpolation: V-S
Code 3.6 only Bi-cubic: Joy
	

	Sep 24,  T
	Ch 3.8 Laplace interpolation: Joy
Code Radial basis & Kriging: (V)-S
(Valerie@EarlyDetect)
	

	Sep 26,  R

	Project Deliverable 1: progress presentation (10 min each group, with slides) 
Complete the tri- and band-diagonal presentation: V-S
Code Laplace interpolation: Joy
	Mini-project for Valerie-Lucas, for now, due Oct-24-demo: 

Code in Tensorflow to teach a artificial neural network (possibly
a perceptron) on operators: add (x+y =z), subtract, multiply, and division. Create three models for each (total 12) by training from scratch, on independent data sets. Read its “mind” and interpret, 

what is it “learning?”

Explain your project to others, for the next phase: 

learning a non-linear formula, e.g., x*y^2 = z. (Detail later)

	Oct 1,  T
	Present FROM Ch-9 Root finding: 

Ch 9.1 through 9.3 bracketing: L-J
WE NEED THIS FOR CH10: 
	

	Oct 3,  R
	Visuals of line-search in root-finding as we discussed, return presentation: L-J
Ch 10.1-3 1D search: L-J
Ch 10.4 1D with 1st derivative, Ch 10.6-8: Multi-dimensional search: V-S
	Ch 10- Optimization 

	Oct 8,  T

	Gradient search, and possible continuation of Ch 10.4 1D with 1st derivative, Ch 10.6-8: Multi-dimensional search: V-S
Code 1D search: L-J
	

	Oct 10,  R

	Spillover from Gradient search: V-S

Ch 10.10 Linear Programming basics (check on Algorithms book of Cormen et al.): (L)-J 
Ch 10 Simplex algorithm

(check on Algorithms book of Cormen et al.; This is NOT  Ch 10.5): Joy

Code Ch 10.8 Conjugate-gradient: V-S
Code Quasi-Newton: V-S
	Lucas to be out

	Oct 14-16, T
	 -- Fall break --
	

	Oct 17, R
	Ch 10: Interior-Point: V-S

	

	Oct 22,  T
	Simplex-code: Joy 
Interior-Point code: V-S
Project presentation (each group 10min plus 5 min Q/A, I’ll take note of who asks questions)
	My talk in Biology Seminar at 24 R 3:30pm

	Oct 24,  R
	Joy’s Project presentation 
(my presentation on group’s research)

	

	Oct 29,  T
	Presentation on Self-organizing map: V
(explain clustering first, e.g., k-means clustering from the wiki)

Test on Simplex algorithm (read from my slides from Algo course page)
	--I am on way  to conference, but may come to the class  ---


	Oct 31,  R
	-- @conference ---
Sample Neural net with Tensorflow: L
(explain neural net first, then tensorflow library and what have you done on the mini-project so far)
	

	Nov 5,  T
	Mini-project demo: L-V
Ch 15.0-3: Data modeling: basic problems: Joy
Ch 10: Code Interior-Point?: V-S

Decision-tree learning: me
	Data modeling Ch15 (.4, .5, .6, .8)

	Nov 7,  R
	Ch 15.5 non-linear models: L-J
Code 15.4 (Code SVD based modeling 15.4.2, after briefly introducing 15.4) : Joy
	<Gengbo Liu’s defense @ 3:30p> 



	Nov 11,  M
	-- Veterans day --
	Ch19-Inverse theory Or 


	Nov 12, T
	Ch 15.6 Model estimation (no need to present the whole section, glance over first and use your discretion to present important parts that you will code): V-S
Code Ch 15.5: L-J
	

	Nov 14,  R

	Code on Ch 15.6: V-S

Project discussions (no presentation required, unless you have something to show)
Ch 13.10 through 13.10.4,  Wavelet: present: ??
Possible intro to DFT: I will try
	

	Nov 19, T
	Ch 15.8.-15.8.3 MCMC: L-J
Code on Ch 15.6: V-(S)
Ch 13.10.7, 8, 9 compression & linear systems, present: ??

Wavelet: code: ??

ScCompNamedGradesAlgSpr17.xls
	Stephen out

	Nov 21,  R
	Code Ch 15.8.3 MCMC: L-J

Work on mini-project in class
	Stephen out

	Nov 26, T 

 
	Project demos: Joy, L-J, V-S

	Project report due

	Nov 27-29,  W-Sun
	-- Thanksgiving --
	Term paper due by Nov 30 e-mail .doc file, up to 6 pages (+ -)
Term paper (individual) briefly summarizing all the algorithms in the course (very briefly on each algorithm/sub-topic)

	Dec 3, T
	I would like the Physics group Joy-Jerry-Stephen to read and present Gaussian Regression 15.9
	

	Dec 5, R
(Last class Dec 6)
	I would like the CS group Valerie-Lucas to read and present 16.1
	

	Final:
	
	https://www.fit.edu/policies/final-examination-schedules/examination-schedules/fall-final-examination-schedule/

	ClassTime TR2–3:15 p.m.
	Wednesday, Dec. 11 

Term paper presentation (no new ppt file needed, just show your submission and talk on the topics) 15 min each
	3:30–5:30 p.m.


Projects (read, presentations, and/or code-demo, an end-semester report):

<Minimum: A tutorial report (( Max: Coding on some real data>

Tensor Tomography: Joy-(Katie)
Tomography – basics: Radon transformation (mostly medical)
Scattering tensor tomography (Malecki-2014)

Tensors and how to integrate projections of tensors on lines: https://en.wikipedia.org/wiki/Radon_transform
Inverse problem basics (radon transform) <radon trans may not be useful with Tensors>
Non-negative matrix factorization: Valerie-Stephen

NMF basics, start from wiki
Code for simple cases

Facial features extraction with NMF (Valerie found a paper)
Try to use GPU on free tier of Amazon AWS

Topological Data Analysis: Lucas—Jerry

Basics of Algebraic topology
Parameters for topological shapes

ToMato clustering algorithm (difficult to make downloaded code work!)
Apply ToMato
