Topics in Scientific Computing, CSE 5800 (also, CSE 4510)
Spring 2014
MW 8-9:15pm 
Crawford 403
Everybody: must read chapters before class
Syllabus for Spr14: 

Ch 2 Linear Alg., Ch 3 Interpolation, Ch 9 Roots of Equation, Ch 10 Optimzation, Ch 13 Spectral Analysis, and Ch 19 Inverse theory (7 chapters, ~15 weeks, ~6 students)
(When available, use Numerical Recip.’s code. 

ToDo: Discuss algorithm, create a small input data to validate the respective algorithm– intermediate steps & output, find large realistic data to show efficiency, discuss code, etc.
Two examples expected: 1. Small and easy to show steps as above, & 2. Close-to real life to show usage: BE WARNED – finding or creating such examples takes time.

Submit updated presentations, one file per presentation on each chapter.) 
Presentation guidance: you are presenting mainly to your colleagues in the class – think on clarity,

Introduce the problem being addressed, then provide the basics – write the main steps of the algorithm, then other coding details as per NR book. 
On Demo/Coding: output for intermediate results also, you should be ready for new inputs that someone in the class may ask for, run the hand coded example to validate algorithm first, try bug situations (e.g., singular matrix cases) to see how the code behaves, use another large example for testing run times, real-life example to convince how the algorithm is used,,,,

Go over the code to explain algorithmic steps, commenting code is helpful but avoid changing book’s variable names,,,

Below, the table’s dates should be correct, but other entries are mostly from the past semester. PLAN IS CORRECT UP TO April 2--
	Days (~28)
Weeks (~15)
	Agenda
	Comments

	Jan 6, M
	Intro to C++ & complexity theory:
Dr. W. Allen on first week


	Read C++ from text: Ch1
Gauss-Jordan elimination, LU, SVD Algorithms Ch2.1-6 (may skip 2.5)

	Jan 8, W
	Ch 2 Linear Algebra:

Gauss-Jordan elimination 

	Look up Wiki for math & details always!!



	Jan 13, M
	Gauss-Jordan: presentation and code: Mohaimen
LU decomposition algorithm presentation (Cormen book is good source also): Mengqiu

	

	Jan 15, W

(Drop without W grade: Jan 17)
	LU decomposition code: Mengqiu
Not everything from the book need to be coded, only salient algorithm(s)!

	Mohaimen GJ demo repeated.
Mengqiu LU demo: solving linear equations using LU decomposed matrix, make sure re-permutation of rows, while solving, is explained as well.


	Jan 20, M
Holiday
	 - - -
	

	Jan 22, W
	Cholesky decomposition – theory and code: Mengqiu
SVD basics, and 2.7.6, (finding range, nullity, and rank of a matrix, PCA with SVD): 

Read and present carefully also from 2.6.2: Ivan
	 Mengqiu on LU: explained pivoting;&  inversing A matrix


	Jan 27, M
	QR decomposition Ch 2.6 – 2.6.6, and 

SVD demo: (1)  least squares solving, (2) a real life example (image processing?), with your code: Ivan
	Good job Ivan! Attempting to get to the bottom of the math & algorithm is important, a few number-errors here and there does not matter.


	Jan 29, W
	Dong Hang: Interpolation - Ch 3 through 3.2;
Overview of 3.3,  Spline Interpolation: Mohaimen 
	IVAN: QR decomposition should be visualized by printing intermediate steps from SVD.


	Feb 3, M
	Ch 3.3 cubic spline in detail (what is the difference between spline and polynomial interpolations?): Mohaimen
Ch 3.2 Linear and Polynomial interpolation  code demo: Dong Hang
	Well done Mohaimen! 
Keep time in mind during presentation, be more organized, acknowledge your resources,,,
I added a book’s link to my “resources” section, it has good tutorial on spline interpolation,


	Feb 5, W
	Projects discussion;
Ch 3.4.0- 3.5 Rational & Barycentric interpolation, co-efficients of fitted functions:  Dong continueGautam
	Dong: try to show how the locate/hunt is working, see if you could explain Neville-code more: Dynamic programming? Memoisation? 


	Feb 10, M


	Spline interpolation code: Mohaimen

Ch 3.6 multi-dimensional interpolation,. Presentation only: Zhou
	 

	Feb 12, W


	Ch 3 code on Barycentric 3.4.1: Gautam

Spline interpolation – book’s code: Mohaimen

Code 3.62 multi-dimensional: Zhou


	

	Feb 17, M: President’s day


	 - - - 
	

	Feb 19, W
	Root finding:
Mohaimen Ch9.0, 9.1, 9.2.0, before Ridder;

	Great job Mohaimen. I like your explaining the theory. Go over initial x_l and x_u finding in the next class.

	Feb 24, M
	Project progress report.
Ch 3.7-3.7.2 RBF interpolation present & code: Rahul
Present: Mengqiu 9.3 Brent

Code: Mohaimen

	

	Feb 26, W
	Project discussion. How to generate motion blur?

What type of shape data will you work on?

Which optimization algorithm for image registration, & input data?
Code RBF: Rahul

Code 9.3 Brent: Mengqiu

Ch 9.4.0 Newton, present: Dong 
9.5.0-1, 9.5.3 present: Dong

	Submit by 2/27/W to me by e-mail a small report on project;
Note: 3/17 onwards Project Presentation/Demo



	Mar 3-8: Spring Break
	- - - 
	

	Mar 10, M
	Project update
Any leftover coding? Rahul? Mengqiu?

Code on Newton 9.4-6: Dong
Mohaimen basics on Ch 9.7, 9.7.1

	

	Mar 12, W

(Drop with W Mar 14)
	9.6 Newton on Non-linear equations, present: Rahul

Mengqiu 9.7.3 
Ch 10 Optimization 

Present Ivan:  Ch 10.4  1D optimizer with derivative,
	

	Mar 17, M
	Present Mohaimen Ch 9.7, 9.7.1

Code Ivan, Ch 10.4  1D optimizer with derivative, 
Present Ivan:  10.6 Line methods in nD

	Great discussions!

	Mar 19, W


	Mengqiu 9.7.3  code
Ch 10.0-3 Bracketing & Brent in 1D: Mohaimen
Code 10.4/6, 10.7: Ivan

Project presentation: (each group 10 min)


	Sub-derivative is any line that stays below the curve but touches the point at which Sub-derivative is defined, hence inequality as opposed to equality!


	Mar 24, M
	Project presentation: cont.
Code Ch 10-10.3: Mohaimen

Ch 10.8 CG: present: Ivan
Code 10.0-3: Mohaimen

	What is the context of minimization 9.7 in the root-finding chapter?

All projects’ significant  progress expected by now!
Submit me a report by Friday 3-28

	Mar 26, W
	Ivan present Interior-Point LP;

Code 10.8 CG: Ivan
Any left out code?
Ch 13 Spectral Analysis

Ch 13.10, 13.10.1, 13.10.2,  Wavelet: present: Rahul
	

	Mar 31, M
	Ch 13.10, 13.10.1, 13.10.2,  Wavelet: present & code: Rahul

Code Ch 10-10.3: Mohaimen

Also, Mohaimen to code for CG on diffusion parameter finding from Time-Activity-Curves

Project Status Presentation


	

	Apr 2, W
	Project Status Presentation continued
Ch 13.10.7, 8, 9 compression & linear systems, present: Zhou  
Code Ch 13.10.7-9: Zhou 

	

	Apr 7, M
	Ch 15 Data Modelling starts
Ch 15.0-15.2, 15.4, 15.4.1 Linear fit, present: Gautam

	

	Apr 9, W
	
	

	Apr 14, M
	 Code Ch 15.2-4 linear fit: Gautam 

Ch 15.4.2 fitting by SVD, present: Ivan

Code Ch 15.4.2: Ivan
Project??
	

	Apr 16, W
	Ch 15.5-15.5.1 Nonlinear fit, 15.5.2 LM method, present: Mohaimen
Ch 15.6, 15.6.1-5, present: Mingqiu / Can you do Montecarlo boot-strap?
	

	Apr 21, M
	Mingqiu / Montecarlo boot-strap.
Code Ch 15.5 & LM method: Mohaimen
	

	Apr 23, W Last Class
	Ch 15.6.6 Confidence limit by SVD, present: Mengqiu

Ch 15.7 Robust estimation, present & code: Zhou
	Zhou, send me your slides and code on robust estimation.

	Exam day meet:
No scheduled time on FIT calendar
MW6:30pm-> W/4/30:6-8pm;

MW8pm -> W/4/30:8:30-10:30pm
	W: 6-8pm, if the class-room is not available we will move to Harris building 3rd floor

Projects: DEMO (may invite guests), submit REPORT, CODES to me
Submit a term paper by Friday 5/2 on covered material chapter by chapter, a few lines on each topic, a paragraph on each chapter. This is to be done by each individual.
	A sloppy work at the end of the semester will not do! Unaccomplished projects will result in low grades
5/2/04-1:45pm

Term Paper submitted:

Gautam,  Dong,  

Project:

Ivan-Menguiu,  

	
	
	


Numerical Recipes (Third Ed., C++ version): Press, Teukolsky, Vetterling, and Flannery, Cambridge U Press, 2007
Spring 2014 Project ideas:
Ivan-Mengqiu: Primal-dual optimization for  image registration.
Gautam-Shuhang-Yan: Fourier shape descriptor in 2D and 3D (Thesis from Lund)
(1) Present a data set to the class that you will work on; (2) Present basic idea of Fourier descriptor, object recognition based on that; (2) demo on your data. 
?2D or 3D?  For 2D wiki/online literature enough, but for 3D, the following thesis:

14Spr/LundThesis_Johan_Gustafsson2011.pdf
Dong & Mohaimen: Blind-deconvolution for motion detection and deblurring 2D:

13Spr/papers/BlindDecon-fish95.pdf , 

Simulated Motion blur ideas: 

(1) Take a 2D ellipse, move right 2pixels, then back to center, then left by 2 pixels: add all to create blur; You can do up-down blur; And diagonal movement blur;
(2) Increase ellipse size by 2 pixels, then back to original size, then decrease by 2 pixels: add to create non-rigid blur.

(1) Obtain at least 3 shots: before movement, movement-blurred, and after movement,

And show, (2) present blind-deconvolution paper in class, (3) final demo

