Basics of Computer Algorithms

CSE xxxx, Spring 2009
Credit Hrs. 0
Instructor: Debasis Mitra, Ph.D.

Office: Olin Engineering Complex 251

E-mail: dmitra ‘at’ cs.fit. edu
Class Home Page: http://www.cs.fit. edu/~dmitra/<later>/

Office Hours: TBD
Text: 

Reference:

Materials distributed in the class

FIT Catalog Course Description: 

xxxx
Course Objective: 

Understanding of & appreciation for the basics of algorithms from a resource utilization point of view. Students are expected to gain hands on experience in writing simple programs, and learn the fundamentals of some well-known techniques for developing algorithms. It is expected that students will be able to take application oriented CS courses like Computational Molecular Biology after successfully completing this module. 

Prerequisites: 

Lack of any Math-Phobia (at least B in Calc-I & Calc-II).
Class Projects and Exams (TENTATIVE): 


Homeworks and Programming exercises: 100%

Grading Policy: A (90%-100%), B (80%-89.9%), C (65%-79.9%), D (50%-64.9%), F (<50%, or a unsatisfactory grade in the class project)

Standard Class Policy:

Copying, plagiarizing and unauthorized collaboration will be considered as cheating, which may lead to an ‘F’ grade in the class, and other disciplinary actions subject to the Departmental and University policies. Any question about the graded class materials should be raised within two class periods after the graded material is returned to the students. Examinations are announced normally one week prior to the exam date. No make up tests will be given. Students may be asked to attend lectures outside the normal class schedule. Physically challenged students needing any special assistance should consult the instructor. University policy allows a student to be absent from the class on any special religious day for the respective student, provided the instructor is informed at the beginning of the semester.
Topics:

(1) Recursion & iteration: Fibonacci series – recursive, and linear iterative, observe times taken against input.

(2) Divide & Conquer: Binary Search.
(3) Inductive proof: summation series, number of leaves on a binary tree. 

Exc: geometrical progression series sum, number of nodes on a binary tree.
(4) Asymptotic complexity. Empirical time comparison with linear Search algorithm.

(4) Basics of combinatorics: cardinality of subsets, n-choose-m, factorial.

(4) Complexity with nested for loops.

(5) Backtracking: 0-1 Knapsack problem.

(6) Dynamic Programming: 0-1 KS.

(7) Greedy: Rational KS.

(8) NP-hardness basics.

