Artificial Intelligence
CSE 5290/4301, Spring 2024
Instructor: Debasis Mitra, Ph.D.

Office: OEC 350   E-mail: dmitra ‘at’ cs.fit. edu
Class Home Page: http://www.cs.fit.edu/~dmitra/ArtInt/
Office Hours: MW 2-4pm, preferably, let me know first by e-mail (or by appointment)
Grading plan (Tentative, slight adjustments may happen): Takehome/Quizzes: 20%, Exams 50%, Project: 30%
	Class
	3:30 pm - 4:45 pm
	TR
	F.W. Olin Life Sciences 129
	Jan 08, 2024 - May 03, 2024


Access to this Table: Go to cs.fit.edu/~dmitra/ArtInt   then to, Fall 2023   

Then to, <<Continuously updated day-planner for Spring 2024>>
SYLLABUS AS ON THE  FINAL EXAM OF the Previous Semester 
Background materials may be always tested, they are pre-requisite.
Materials under *---* are excluded. 3.3-3.4.5 means 3.3 through 3.4.5
Observe the url. Textbook pdf slides has /TextSlides/ and my ppt slides has /lectures/ in the url.

SEARCH 
Informed Search: TextSlides Ch 4a, 4b, up to IDA* search and SMA* 
Constraints: TextSlides Ch 5, Up to materials on my slide Constrained Optimization 

Adversarial Search: TextSlides Ch6 up to Sl24-deterministic games

LOGIC

Propositional Logic: TextSlides Ch 7

FOL: TextSlides Ch 8
Inferencing in FOL: TextSlides Ch 9
PROBABILISTIC REASONING

Prior and Conditional probabilities, Probabilistic knowledge-base and inferencing: TextSlides  Ch 13

Bayesian network: TextSlides Ch 14a
*Inferencing with Bayesian networ: TextSlides Ch 14b*
MACHINE LEARNING

Inductive learning, Decision Tree  learning: TextSlides Ch 18 
(In addition, follow my lecture slides for Machine Learning, all slides)

The following section are from textbook:

Evaluation  18.4-Model Selection  18.4.1

Regularization  18.4.3

Learning Theory  18.5.0 only
Regression 18.6 – 18.6.2

Classification  18.6.3 – 18.6.4

Neural Network  18.7 – 18.7.4 (exclude exotic varieties of NN on my slides)

Non-parametric models  18.8 – 18.8.4

SVM basics 18.9
Clustering basics (from my slides)
ETHICS

My slides in https://cs.fit.edu/~dmitra/ArtInt/lectures/AIethics.ppt
Florida Tech Academic Calendar: https://www.fit.edu/registrar/academic-calendar/spring-2021/ 
Detailed activities in previous offering mapped on to the dates of the current one, i.e., dates on the leftmost column should be correct but the activities in other two columns get continuously updated.
This table acts as my curricular map for the semester. It helps me to track progress and plan the next few days of the class, assignments, etc. I edit this frequently but sometimes it gets out of sync. Use it at your discretion. 
Meetings: ~ 28. Lectures: Search 4, Constraints 3, Automated Reasoning 4, Probabilistic Reasoning 4, Machine Learning 5, Ethics 1, 
Exam days 3/4, Std presentation days 2/3
	Classes Spring’24 
	Activities (Spring2024 up to the marked row, & the rest of the rows until end are for Fall 2023): 

	Comments

	1/9/24 T
	AI an Introduction.

	Accommodation students (you know who you are) should check with me before each test.

	1/11/24 R
	Quiz-1 on required CS background.
Lecture on sample Background materials.

	In case you need to refresh on Big O-notation: my Algorithm class’s Intro slides 1-10 



	1/16/24 T

	AI SEARCH (From my slides): 8-puzzle: https://n-puzzle-solver.appspot.com/

Blind search: BFS, DFS, Depth Limited, Iterative Deepening; 

Guided/Heuristic search: A*

	Pair up for the project. (undergrad avoid 1 or 3 persons’ group, grad groups are 3 persons).

Projects description may be continuously updated at the bottom of this table. 
Grad students may choose one of these projects (no project is “light”), or I may assign one. Proposing your own idea is fine too but talk to me first.

	1/18/24 R

	Introduction to grad projects
A*: Text Slide Ch4a ; MySlides 21-27
Adversarial Search (chapter06.pdf) up to slide 20

Tic-tac-toe algorithms from my lecture slides

	Form project groups.

Grad students – look project topics below to choose from, but I may assign! 


	1/23/24 T
	Search quiz

Local search: text slide-deck chapter04b.pdf
PET data description for Grad Proj-1 & -2


	Possible internship/research opportunities (1) in SatcomDirect , (2) Advantek Engineering, and (3) in my lab.

Reminder: If you are registered through the dean-of-students for exam accommodation and need to avail it, let me know a week before each exam



	1/25/24 R
	Local search: MySlides 2ProblemSolving.ppt 42-end. Simulated Annealing, Genetic Algo

	Proj-1 & 2 meet offline on data and codes with VK

	1/30/24 T
	Project group formation

Constraints Search (chapter05.pdf): Motivating with Map/Graph coloring, Backtracking, Forward Checking, Constraint Propagation (TextSlides)Basics of: un-/supervised learning, neural network 

	

	2/1/24 R
	CSP: from MySlides

	Grad project proposal due date coming up.
Project2 both groups missed the data-meeting after last class!!
It will be mandatory for Undergraduate students to attend Graduate presentations. I may ask questions on them in any test.

	2/6/24 T
	AUTOMATED REASONING MODULE:  

Propositional Logic (TextSlides Ch-7): Models, Inferencing, Syntax-Semantics-Model, Model-checking algorithm, 
	

	2/8/24 R
	Organize AI Club 

ANN-CNN preview from MyMLslides (Ch18) 31, 33,, 42-44)
Propositional Logic: Logical equivalence (up to TextSlides 40), (note: “…chaining” and not “…checking”), CNF, Resolution
Test on Search Module (40 min / 19 questions)
	

	2/13/24 T
	Model checking practice in class
Forward chaining algo, Backward chaining algo.
	

	2/15/24 R
	Prop-Logic: DPLL algorithm for model checking,

Predicate Logic / FOL (chapter08.pdf): Syntax, Semantics, Playing with quantifiers, 


	

	2/20/24 T
	In-class exercise on prop-logic
Pred-logic (Ch 8) Substitution (up to slide 26)

Pred-Logic Inferencing (Ch 09): Unification, GMP, Horn Clause, Forward chaining algo, Backward chaining algo (sl#40-66)


	

	2/22/24 R
	Finish Pred-logic: 

Steps needed for Inferencing algorithms – Quantifier removal by Skolemization (extra .pptx slide), and Unification with substitution 

Conjunctive Normal Form: Resolution based Resolution algorithm

	UG Project-1, Intermediate submission due date coming up.


	
	
	Occur check: Substitution like x/S(x) not 

allowed in most logic programming languages, Unification-algo syntactically checks for that and fails in that case. Otherwise, x/S(S…(x)…) may loop infinitely– source of the semi-decidability of FOL. Occur check makes an algorithm unsound, but this is semi-decidability of FOL!


	2/27/24 T
	Automated Reasoning-module test, online, in-class: Test2-Logic

	UG project intermediate submission due next.



	2/29/24 R
	Trouble with logic-based knowledge representation

Sample logic programs

Probabilistic REASONING: Ch13-Textslides- Joint distribution table, conditional probability, simple inferencing: up to sl20


	Short quiz on resolution

	3/5/24 T

	Probabilistic Reasoning (Ch13): Naïve Bayes and Wumpus-example

(Sample exercise Ch13: 13.8, 14, 15) 

	

	3/7/24 R
	End Chapter 13: Naïve Bayes

	

	3/12/24 T
	Ch14a: Bayesian network

(Ch14a Slide 22) Noisy-OR

(Ch14a Slide 28) Sigmoid function
P(cavity | Toothache) is 

<P(cavity | toothache), P(cavity | ~toothache)

Ch13-slide20

Graduate  presentations: TBD, possibly after Spring Break
Start of Graduate project intermediate presentations (I expect some preliminary results and plan for the future)

Arbitrary ordering of groups

10 min each group – slides and optionally demo – you are presenting to the whole class not just me

Be ready for the projection system in class


	

	3/14/24 R
	Ch14b up to Text-slide 9: Bayesian inferencing by enumeration 

ML: DT learning 

	

	3/19/24 T
	ML: Information gain


	

	3/21/24 R
	ML MySlides: some Miscelleneous info, Regularization, PAC learning
Test3-Probabilistic Reasoning (35 min)

	

	Mar 25-29 
	Spring break
	UG project final report submission will open.



	4/2/24 T
	AI club

Adv AI course

DT HomeWork: https://cs.fit.edu/~dmitra/ArtInt//Spr2023/DecisionTreeExample-Question.pptx
MySlides: Linear Classifier, Perceptron / Neural Net 
MACHINE LEARNING: ANN from text.
Graduate  presentations 
P5G9 – Joshua, Justin, Michelle on TDA
P2G3 – Likhita, Vaishnavi, Pavan on NMF


	FINAL EXAM WILL BE COMPREHENSIVE – all 4 modules,

Search, Logic, Probabilistic reasoning, Machine Learning, and Ethics of AI



	4/4/24 R
	Non-parametric models, k-D tree, Locality-sensitive hashing

Non-parametric learning kNN variations

LSH (start - slide 51), kernel-regression 
Non-parametric learning: kernel-regression, Support vector machine
Graduate  presentations 
P1G2 - Sailusha, Vamshi, Gopinath  on Y3V3 object recognition

P2G4: Tej, Sai, Vinayak on NMF


	Everyone

Nov 21 at 5am Nov 21 at 5am 

Nov 23 at 9:30pm



	4/9/24 T
	Unsupervised learning: types
Clustering basics: K-means,   from https://en.wikipedia.org/wiki/K-means_clustering
Graduate  presentations 

P1G1: Mohamed, Tharun, Samuel on Few Hot Learning
P4G7: Sumana, Gattikoppula, Charit on AED image reconstruction

	UG Project submission 4/19/W

	4/11/24 R
	K-median, Slide 64 hierarchical, density-based,  hierarchical

Graduate  presentations 

P3G5: Sruthi, Dharani, Vignesh on Few Shot Learning

P3G6: Devanandh, Sahithi, Pragati on Few Shot Learning

	Graduate Project Final report due on Canvas Apr-26-W  

zipped file (7zip, NOT .rar): 

(i) A report between 4-10 pages, 
including an abstract and references (address comments during presentation by explicitly mentioning),

(ii) Your source code including 
instructions on how to run and any dependencies and

required library details,

(iii) if relevant, data files with metadata information 

(to understand data), and (iv) your updated presentation.

All in a zip file, named as: 

Sp23_one group member’s name _abbreviated project name 



	4/16/24 T
	AI and Ethics (my 14 slides are included in the syllabus and the Final test)


	Please do the instructor review.


	4/18/24 R
	ML Test
	Optional UG Project tournament on 4/25

	>>>>>
	UPDATED CONTENT ABOVE
	<<<<<

	
	No haggling on grades – no extra work to upgrade! Communicate only if you are asked to or there is any genuine urgent concern, please.
	Please do the instructor review.


	 5/2/24 10:30-12:30 PM
	Roll call before exam starts.

Final exam: Comprehensive syllabus.
In-class online.
2 hours, In classroom

	//www.fit.edu/registrar/final-examination-schedules/

Friday, May 3
 10:30–12:30 p.m.




PROJECT Projects are meant for self-learning, confidence building, and hopefully, for resume building. Downloading and using existing code is ok, and even encouraged in some cases. However, learn-modify-refer (LMR)-principle applies over downloaded code. If you use code from somewhere, report its source. LMR-principle: understand the code thoroughly, and make at least some modifications in the code, and report that too. For graduate projects, honest and meaningful efforts will be credited, even if the results are not positive. Enjoy developing your own AI!
These are group projects. Each undergraduate group is of two students and each graduate group is of three. Choose your group as soon as possible.

GRADUATE PROJECTS. 
Primary objective is to self-learn an advanced topic and apply/demo it. Each group, expect to present at least once in the class. Deep theoretical understanding is not expected, but if you want to go for it… Tensorflow with Keras, PyTorch, Matlab, ScikitLearn are some popular machine learning libraries/scripts.  For your learning purpose, use of ChatGPT-type language models is welcome, however, but not for coding – do not trust their codes!
Submissions include a proposal, an intermediate progress presentation, and a final report. More details are posted during the semester. I primarily value your efforts and learning, rather than the accuracy of your results. Do not copy/paraphrase from literature, language-models (ChatGPT), or past projects. When presenting basics, try to provide your own understanding rather than copy-pasted keywords. This includes undigested ChatGPT produced description!
Project-1: Learning objective- YOLO-vX (a type of Convolutional Neural Network -CNN) for 3D boundary box generation, use YOLO-v3 or -v5

Compare against: Manual and Otsu thrersholding, for quality and computation time
Data: Brain images from Positron Emission Tomography (PET), 9 2D-slices in each of 3 directions=27 images, format: .png
Training without data: zero-/few-shot learning
Project1Group1:
Mohamed Hafeeze
M Tharun

Samuel Boddepalli

Project1Group2: Sailusha Venkiteela, Vamshi Krishna Reddy Attla, and Gopinath Goud Boyapalli.
Project-2: Learning objective- Non-negative Matrix Factorization (NMF): 
Use NNSVD python code from Nimfa library

Factorize a 2D-t dynamic PET brain image (64bit raw, dimensions in file name, python code for reading data will be provided)
Data meeting: 2/8/R/6:30pm: https://fit.zoom.us/j/911627772
VD has the data in a zip file.
Project2Group3:

Likhita Anumareddy
Vaishnavi Dixit
Pavan Mallidi

First factorize for 3-4 factors and then find the best #factors for this data

by plotting “co-phenetic” measure (in literature) and “determinant-based similarity” (we will provide) measure against #factors

Project2Group4:
Tej Rajaram

Sai Kathram

Vinayak Jain

Use two initialization techniques/algorithms, Random and NNDSVD, from the Nimfa library (for 3 factors)

Project-3: Learning objective- Few-shot Learning (FSL): 
Identify handwritten MNIST digit 9 against other digits, from only a few (0-5) real data (of digit 9) for training. 
Validation on larger data sets of the same digit 9.
Project3Group5: 
    Sruthi Thandoju - 

    Dharani Lakkakula - 

    Vignesh Sai Yadlapalli - 

Project3Group6:
Devanandh Chilukoti

Sahithi Popuru
Pragati Kanala

Project-4: Learning objective- Auto-Encoder Decoder (AED): 
Reconstruct each MNIST digit from the previous digit (digit+1 modulo 9), i.e. 0->1, 1->2, …, 9->0. The output is an MNIST image which is +1 of the input image.
Project4Group7:

1-Sumana Boyapalli,
2-Gattikoppula Vamshi Reddy,
3-Charit Kumar Reddy Boreddy.

Project-5: Learning objective- Topological Data Analysis (TDA): 
Select analyze 100 equally sampled MNIST digits (10 for each digit) with a TDA software (Mapper in Scikit Learn). For example, some handwritten 9’s may look like a 0, they should show up closer together in your TDA visualization.
Project5Group8:

Joshua Sheldon
Justin Barnwell

Michelle Arubi

Project5Group9:
[5 topics / 1-2 projects per topic / 3 persons group per project: 5*2*3=30 max students]
Project proposal. Team members’ names, define the project’s scope, describe your current understanding of the project, and especially, what will be your input-output. Provide your data source and/or data generation/augmentation plan (do not underestimate this), expected results and how will you validate accuracy, a few references, possible code-source, etc. Suggested, 1-3 pages, unless figures are added. 

Upload on Canvas. One page report (one per group, write both members’ names): a brief description about the topic (that you will expand in your first presentation later), where you will get your code from, what input data you expect to run the code on, and expected objective/output (even if your ideas on the last two are vague at the moment).
Intermediate presentation: see on canvas for dates. Tutorial on your topic; resources; data (or data generation process); demo of running code; expected/sample output; and the plan about how you would validate whether the project is successful or not. 
Present in class & upload presentation on canvas later. 5-10 minute each group. Brief tutorial on the topic and your preliminary work in running code – objective-input-output. You will submit updated presentation on Canvas after presentation (per group).
Final report: Upload final report on canvas. Review the topic and present your results. 7 page, 12 point font, etc. Report is something you can show in an interview/…
====================UNDERGRAD PROJECT ===========

Primary objective is (to enjoy, plus---) develop a code that behaves intelligently against an adversary on a Othello game, secondary objective is to learn experimentation with a code to analyze its efficiency, and of course, a tertiary objective is to experience working in a group. 

Learning objective: Adversarial game search or min-max search with alpha-beta pruning: 

https://cs.fit.edu/~dmitra/ArtInt/TextSlides/chapter06.pdf
UG Project Phase-1 Intermediate Submission on Canvas. 
Submission: a report (single file, no page limit) per group containing (1) the algorithm/pseudo-code (do not submit full code at this stage, you should know how to express your logic concisely with high level data structure), (2) screen shot, of sample run(s), and (3) free-form discussion, e.g., board evaluation function used (with references), plan for testing the code, team dynamics, etc. Your final submission at the end-semester will expand on this report.
UG Project Phase-2 Final Submission, on Canvas. 
Submission: zipped (not .rar) two files per group containing (1) commented code file, (2) a report file discussing test results, e.g., how your program fares against humans and against other groups, how much time it takes with increasing ply, how one may improve your algorithm, etc.. Extend or refactor your interim report, i.e., same information may be included in the final report, perhaps edited, and of course, expanded. 
UNDERGRAD GROUPS

1. Adam Canadate, Lamine Djibo
2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 
11. 
12. 
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