Analysis of Algorithms

CSE 4081, Fall 2015
Instructor: Debasis Mitra, Ph.D.

Office: Harris 325   E-mail: dmitra ‘at’ cs.fit. edu
Class Home Page: http://www.cs.fit.edu/~dmitra/Algorithms/  

Class Room: CRF 402      Class Time: MW 5-6:15pm      Office Hours: T/Th 1-3 pm 
Tentative Grading plan: Mid Term 1: 15%, Home Work 1: 3%, Mid Term 2: 20%, Mid Term 3: 22%, Project 1st report: 3%, Project presentation: 3%, Project Report: 4%, Final: 30%
Detail plan for CSE 4081, Fall 2015:

	Date
	Activities  performed last offering / Tentative plan for this semester
	Comments

	Aug 17, M
	Introduction.
 #arcs on complete graph: Inductive proof.

	Assignment: Code Fibonacci Series recursive & iterative algorithms; and time them against input sizes

	Aug 19, W
	Four Max-sub-sum algorithms,
Recurrence Eq, Master’s theorem 
Divide & conquer: Merge Sort;
Quick Sort
	Gang up by 2 for Project!

Project on parallel programming with GPU

	Aug 24, M
	D&Q: Quick-sort analysis, comparison-based sort, count-sort.

Integer-multiplication, Matrix Multiplication - Strassen Alg
	You study after every class/week, the syllabus accumulates fast before you know!

	Aug 26, W
(Drop w/o W grade, Aug 28)
	Dynamic Programming: 0-1Knapsack 

	GPU assignment: screenshot showing your machine’s GPU configuration
Due: Sep 3, W 9, W: hard copy page with group’s names and ids.

	Aug 31, M
	DP Matrix chain multiplication 


	

	Sep 3, W
	DP: Optimal Binary-tree organization,
Quiz= Complete the table and show a tree per your computation 

GPU assignment due
	

	(Sep 7 M, Labor day)
	- - - - 
	

	Sep 9, W
	 Quiz-1 on basics, D&C  and DP
	Open book, but nothing else.

Download text/my class notes and turn off the Internet – I will check!

Students should bring their OWN papers for rough works.

	Sep 14, M
	DP: Optimal Binary-tree organization,

http://media.fit.edu/load.php?fn=Dr.MitraClassLecture9-14-15
Quiz= Complete the table and show a tree per your computation

GPU Project: Compare Floyd-Warshall’s algorithm between CPU and GPU implementations
	GPU project, due: 11/7/2014 

My talk, this Friday, 12 noon, Olin Engg 117

	Sep 16, W
	Backtracking: basics, 0-1KS, Bounding fn 
Bounding Function: animation for 0-1KS algorithm;

Game search – basics,  Quiz-1 discussion. 
	Grades are up.

Papers are returned.

	Sep 21, M
	Min-max search, Alpha-beta pruning.

Turnpike reconstruction

Greedy Algorithm: Multi-processor Aggregate-FT and Last-FT
	

	Sep 23, W
	Huffman encoding , complexity of Huffman
Rational-KS 
 
	Project description and deadlines are on the last page of this file, after this table

	Sep 28, M
	Graph Alg: Basics, 

Graph Alg: Intro to topological sort Topological-sort,
Q-based topo-sort
Anyone interested in learning Apache SPARK?
Please contact me. 
http://spark.apache.org/
	Projector problem affected class

	Sep 30, W
	Exam discussion

Djikstra’s algorithm,

Q-Djikstra Algorithm,

Floyd-Warshall (repeat)
	Unless covered in class, a topic is not in syllabus. E.g. Online bin-packing

	Oct 5, M
	Quiz-2 on DP, Greedy, Backtracking, and Graph Algorithms
	

	Oct 7, W
	Max-flow Ford-Fulkerson Algorithm,

Min-spanning tree: Prim, Kruskal

	

	(Fall Break Oct 12)
	- - - - 
	

	Oct 14, W
	Depth First Graph-Traversal: Articulation point.
Strong-connected component
	Project requirements description updated: ask me in class for clarification.

	Oct 19, M

	Quiz-2 discussion 
NP-hardness basics 
	

	Oct 21, W

(Drop with ‘W’, Oct 23)
	SAT, proof 3SAT is NP-C 

	Spreadsheet updated

	Oct 26, M
	proof 3SAT is NP-C 
Complexity FAQ,

What to do with NP-C problems 
	DP and Memoisation algo on Quiz2-key are updated

	Oct 28, W
	Linear Programming Ch 29
	

	Nov 2, M
	LP continued
	

	Nov 4, W
	More graph problems: Euler ckt, etc…
	I NEED ALL Quiz 1 PAPERS BACK.
Minimum requirements for report is described below, after this table.

	Nov 9, M
	Quiz-3 on Graph Alg, Complexity theory, and LP


	Use of calculator is ok.

First draft project report due date

	Nov 11, W Veteran’s day

	· - - - 
	

	Nov 16, M
	Project Presentation starts;  Code freeze


	PRESENTATION GUIDANCE 

(Prepare for about 10 minutes, it will become 20-30 minutes in class;

Each group member must present some part.)
Make sure you can plug in your computer in the class room.
Demo: description below after the table. 

	Nov 18, W
	Project Presentation cont.
	

	Nov 23, M
	Project Presentation cont.
	Quiz 3, key and gradesheet are online.

I will be on a meeting during the office hours tomorrow, but Haoran should be available on the 3rd floor.

	Nov25-Nov29 Thanksgiving 
	- - - - 

	Happy Holidays!

	Nov 30, M

	A tourist view of Fast Fourier Transform (not in syllabus)

	Project report  due today: Final draft with Appendix on special requirements if asked  

	Dec 2, W
(Last class)
	Dynamic Programming: FW with negative cycle. Traveling salesperson DP algorithm. (both included in the syllabus)
NOTE: If I said that you can use Djikstra here, then I was wrong!. Shortest Hamiltonian Path needs to cover all nodes, but the problem for Djikstra does not have that restriction.
Final Exam discussion

Note: there will  be questions from your project,
	Voting result on topics-covered is below.
Tentative formula on gradesheet.



	Dec 7, M, 

 6-8pm

	Exam
Excluded: sorting algorithms (but d&q is in), linear programming, and greedy algorithms.

Schedule: http://www.fit.edu/registrar/finals.php
	Key is up. 
Final papers are hold for a semester.

Good luck!


Students’ feedback on a survey (no relation to the syllabus):
	Skip this topic:
	Topics Covered Fall 2015:

	Very useful topic/ enjoyed a lot::
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	Max-sub sequence sum 4 algorithms

Divide & Conquer: Merge sort

Quick sort

Decision theoretic bound for comparison-based sort

Bucket sort

Master’s theorem

Integer multiplication

Strassen algorithm for matrix multiplication

Dynamic Programming: Fibonacci series

0-1 Knapsack problem

Matrix-chain multiplication

Binary-search tree organization

Approximate string search

Greedy algorithm: Rational knapsack problem

Shortest job first scheduling

Multi-processor Aggregate time

Multi-processor Last Finish time

Backtracking: binary string print

0-1 Knapsack

Pruning with weight

Branch and bound with greedy Rational Knapsack
Bounding function properties

Turnpike reconstruction algorithm

Adversarial min-max search

Alpha-beta pruning

Graph algorithms: Topological sort

Q-based

Single-source shortest path length

Q-based

Djikstra’s single-source shortest path weight

Proof

Negative weight

Q-based Djikstra

Floyd-Warshall all-pairs shortest path weight

Complexity Theory: Decision problems

P-class

Non-deterministic P-class

Polynomial transformation

Cook’s theorem and NP-hard problems, NP-complete

Complexity hierarchy

Complexity theory FAQ

SAT problem

SAT to 3-SAT reduction

Linear programming

Standard forms

Geometrical interpretation with Simplex

Simplex algorithm with Pivot operations

Duality, and proof idea of simplex algorithm
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Project:

Implement Floyd-Warshall Algorithm on CPU. Debug it with the example I provided in class, in any language that may be used on GPU as well.

Your code should be able to take variable size-input distance matrix, and produce output of the shortest distance matrix, and the Pi matrix for computing shortest path.

Your code should have a capability to generate input random distance matrix, given n, the number of nodes, and m, the number of arcs.

Convert your code for GPU, using CUDA and/or OPENCL.

Vary n and m over some ranges to create large size graphs, and compute processor times, and any other performance parameters that you want to measure, against varying n and m, the two input sizes. This will constitute your final report.

Hard copy report (each group) 

Due dates: first draft Nov 9, final copy Nov 30: 

A small report including (1) Your GPU algorithm as pseudo-code including memory-types utilization,  (2) any implementation issues you want to tell me, (3) your CPU and GPU specs, (4) CPU vs. GPU timings with varying input sizes, (4) any other observations you made, (5) if I ask for any additional work during demo – describe specifically how you addressed that, and (6) code as an appendix if significant change is made from the first draft (I will ask for soft copy of code only from selected groups).

In-class Demo (November 16-23): (1) Describe source code: GPU version
Run with two types of inputs: 

1. Very small matrices (say, of size 4x4, to debug)
where we can manually verify your algorithms product)
2. An input large matrix for variable dimension (to check CPU vs. GPU timings), possibly randomly generated (given n and e), possibly a real distances-data you picked up somewhere 

Deadlines: 

October 21: CPU and GPU codes in hard copy.

November 9: Project intermediate report in hard copy, as described above except for items 5 and 6.
Nov 16: Code freeze

November 16-23: In-class demo

November 30: Final version of the report
Project Group:
Presentation/Demo:
Group presentation:

Completeness of code:

Effectiveness of experiments:

Style:

