Algorithms:

Fall 2010   (26+ meetings, ~13 weeks)
	Date
	Activities Planned
	Comments

	Aug 17, T
	Intro, obviously!
	

	Aug 19, R
	Divide & conquer: Binary search, Merge Sort, Quick Sort(briefly describe)
	1.Started with Def of Tree and #arcs on connected tree.

2Inductive pf of later.

3.Bin Search & recurrene eq.

4.MergeSort+Merge, proof, rec eq

5.DQ-MatrixMult, rec eq

6.Master’s Thm, solution of above

7.Strassen’s Improvement

	Aug 24, T
	D&Q: Integer Mult, Strassen Alg for Matrix Mult
	Did: QuickSort, recurrence, embarrassingly worst case, best case, avg case

Comp-based Sort & bucket sort

Class asn (2person): Write Qsort and QPartition alg

	Aug 26, R

(Drop w/o fee Aug 27)
	Home Assignment: Read on CUDA/OpenCL/OpenMP
Project discussion: GUEST TALK BY DR. ALLEN
	Guest talk

	Aug 31, T


	DP 0-1KS 
Project deadline: Group formation 

Grad: plan on individual tasks, and platform (hardware location, GPU/CPU, choice of OpenCL/OpenMP)

UG: load distribution, deadlines,,,
	0-1 KS: Dynamic Programming: example worked out

	Aug 33, R
	Prog Asnmnt 1: Quick sort

D&Q FFT
	Let stds work out 0-1 KS
Matrix chain-mult problem,

Rec eq of it

FFT

	Sep 7, T
	DP Matrix chain multi
	Matrix chain mult

Recursive-FFT time-analysis
Quiz discussion

	Sep 9, R
	Quiz on D&Q, DP (45min)


	

	Sep 14, T
	Lecture on FFT

QuickSort code&report due

Project deadline: Grad Project: Phase 1 demo: Small parallel code (each group 5 min)
	FFT
Collected Qsort assnment

Two groups presented OpenCL works

	Sep 16, R
	Complete presentations

Greedy: Rational-KS, Huffman code

	Returned Qsort graded
Greedy Alg: HuffmanCode, RKS

Presn: still not complete,

Status Report due by e-mail Monday 9/20 3pm

	Sep 21, T
	Backtracking: basics, 0-1KS, bounding fn

Backtracking: Game search
	Done, both.

	Sep 23, R
	Graph Alg: Basics, topo-sort
	Done, topo-sort Q-improvement needs redone
UG: spl tutorial on Qz1 for 15 min

	Sep 28, T
	Graph Alg: Dijkstra & proof
	Spl hmwork for grading problem on Qz1, on DP: Show steps of Memoisation on Qz1 Q2 input (Grad&UG, Due 9/30, hard copy, 10pts)
Topo-sort naïve & Q alg analyses

Dijkstra: Alg, prf discussion, q suggestion

	Sep 30, R
	Graph Alg: DFS, articulation pt

Oral Qz on Dijkstra: 

for neg edge?

how many tms edge can update othrs?

when does neg cycle go >once?
	Ok, I get it: Dijkstra will be only up to non-neg edges for this exam!
DFS & memoisation

DFS alg

DFS alg for detecting articln. Pt
Olin Eng 132 OpenCL runtime: see instructions below

	Oct 5, T
	Graph Alg: SCC? Dijkstra tutorial?
Quiz discussion
	Articulation point-finding tutorial

SCC

Quiz discussion

	Oct 7, R
	Quiz2 on Greedy Alg, BackTracking & Graph Alg
	Quiz2

	Oct 12, T
(Fall Break)
	----
	

	Oct 14, R
	UG Implementation (max-sub-sum) due, 

Demo / presentation: each grp member must show his/her contribution
	2 groups demo, 1 group did later in office

	Oct 19, T

(Drop with ‘W’)
	Grad Project: 1D-FFT demo on a sequential machine  
Deadline: UG Project report – hard copy
	Quiz2 grade returned, key discussed, supplementary Quiz2 announced

Grad presentation started: 2 groups (Mohammed’s: 1D recursive poly eval on root working, lacks understanding) => update to real vector input, understand difference of DFT/FFT, write two algorithms, report with code;

Greg’s: 1D poly mult recursive working with inverse fft => pad for non-power-of-2 input, report with code)

	Oct 21, R
	NP-hardness basics, SAT
	Grad presn continues: 2 more groups done, 1 to do on Wday
Intro to NP-class, P?NP relation

	Oct 26, T
	NP-hardness: proving 3SAT
	Supplementary Quiz2 with syllabus as Quiz2 on 10/7/10

	Oct 28, R
	Matrix operations: Ch 28
	Poly trans, Cook’s thm, NP-hardness,
SAT-> 3SAT poly trans

	Nov 2, T Vote!
	Grad Project: 1D FFT-Parallelized demo
	Only Jeff’s group finished, Suri’s group finished but misunderstood presentation requirement,
Rest will do in the Thursday class

	Nov 4, R
	Matrix operations: Ch 28
Grad Project Report
	Grad project demo contd (deducted pts for late presentations),
Lecture on Matrix: LU decomp for solving eq

	Nov 9, T

(Nov 11 Veterans Day)
	LU decomposition contd

Complexity theory contd
	No report required for 1D FFT unless I ask for it: working demo is a must, you may still do it subject to point deduction for being late
<<Anyone has a continuing class after this time: for longer quiz time on Nov 23?>>

	Nov 16, T
	
	NP-completeness contd.
Last grad presn contd.?

Final test discussion

	Nov 18, R
	Grad Project:  FFT-two-poly multiplication Parallelize demo
	Two groups completed

Other groups had to finish in my office

I NOTICED THE ERROR IN PROJECT GRADE FORMULA

	Nov 23, T

(Nov 24-28, Thanksgiving)
	TEST3: (syllabus: FFT, LUP decomp, Dynamic Prog, Backtracking, Graph Alg, Complexity theory), Part-1: open book
Grad Project due: => 
Feedback
	. I can accept Grad project report by Monday 11/28 evening 5pm
. Make sure what you send me has your group’s name, at least one person’s name

. Well commented code, how to run it, algorithmic sketch to understand code, comments on important variables describing their functions, etc.

. Any comments I made during your demo needs to be separately  addressed

. Some proof that your code works, what type of parallelization if at all is happening, time improvement owing to the  parallelization if at all
. Any other important project experiences/hurdles/solutions/etc (not “we did not have access” type comments…)
. References

	Nov 30, T

(Last day)
	Test3 contd.  (same syllabus, absolute time: 45 min) part2: CLOSED BOOK

	

	Dec 7, 6-8pm


	No final exam for these classes
	


Undergrads (group of two): Choice of Grad project, OR:
Implement all 4 max-sub-sum algorithms (my notes:

<a href="lectures/INTRO.doc">) 
and compare time and space utilization of the main algorithms, i.e., not that of the i/o etc..
Expectation: a plot how the time and space consumption grows for each algorithm with problem size (input sequence size).

In addition to (1) the results of comparison, (2) commented code, 
the submitted report should contain 
(3)a proof for the Divide&Conquer algorithm (for max-subsequence sum), and (4) thoughts on a real life scenario where the max-subsequence sum algorithms may be applied/adapted.

Proposal: should contain who will do what, when will what part be done, etc.

Grad Project (group of three – individual grading): Parallelizing linear code
Implement FFT generation with OpenCL/OpenMP/CUDA
Find a GPU enable system, download install a library you will use
Phases: (1)Present demo of small GPU computing ‘hello world’-type
(2) Implement recursive 1D FFT on a regular machine, but in your target language,
(3) Parallelize 1D iterative FFT (butterfly) on your target platform,

(4) Parallelize polynomial multiplication
Resources:

CUDA Faq:

http://www.nvidia.com/object/cuda_gpus.html
OpenMP (for ANY shared memory architecture Multi-coreCPU/GPU, should work with GPU, but too generic; vendors are supporting it, e.g., MS with VisualC++):

http://openmp.org/wp/
OpenCL (GPU  specific):

http://developer.download.nvidia.com/OpenCL/NVIDIA_OpenCL_JumpStart_Guide.pdf
A nice intro to <a href="http://en.wikibooks.org/wiki/MATLAB_Programming">Matlab</a> <br>

OpenCL <a href="http://www.khronos.org/registry/cl/">C++ header files</a> from Khronos</a> <br>

OpenCL at <a href="http://www.geeks3d.com/20100711/gpu-computing-introductory-tutorial-to-opencl-programming/">Geeks3D

</a>, points to a great tutorial from AMD with sample code targeted to ATI cards, & tons of resources <br>

More resources from Dr. Allen:

Wikipedia pages on topics (good source of links to other pages)
   OpenCL: http://en.wikipedia.org/wiki/Opencl
   GPGPU: http://en.wikipedia.org/wiki/GPGPU
   CUDA: http://en.wikipedia.org/wiki/CUDA
OpenCL at AMD:
   http://developer.amd.com/GPU/ATISTREAMSDK/pages/TutorialOpenCL.aspx
OpenCL at Khronos:
   http://www.khronos.org/opencl/
   http://www.khronos.org/developers/resources/opencl/
Google radix sort code:
   http://code.google.com/p/back40computing/wiki/RadixSorting
GPGPU website:
   http://gpgpu.org/
Nvidia's CUDA website:
   http://developer.nvidia.com/object/cuda_3_1_downloads.html
Nvidia examples:
   http://www.nvidia.com/object/cuda_get_samples.html
Andrew Cooke's example:
   http://www.acooke.org/cute/APractical0.html
OpenCL compatible cards (ATI) at Olin Labs,  Florida Tech:

[From: Nicholas M. Cefaratti
Sent: Tuesday, August 24, 2010 12:17 PM
To: Nathan Moreau
Subject: RE: Cuda comptible hardware

For the Dell Optiplex GX620 systems (OEC132):
ATI Radeon X600 SE 128MB

For the Dell 980 Systems (OEC127,128,130, 228,229, IWS, ACC):
ATI Radeon HD 3450 256MB]

Check compatibility of a card:

http://www.nvidia.com/object/cuda_gpus.html
	RE: Trying out OpenCL 

	Nathan Moreau on behalf of CS Sysadmin 

	

	Sent: 
	Monday, September 20, 2010 5:05 PM 

	To: 
	Debasis Mitra

	Attachments: 
	


	


OpenCL appears to work in the teaching labs (127, 128 etc.) as long as the VS project (or other IDE) is configured to find the libraries on the U drive. 
Nathan C Moreau


[From: http://developer.amd.com/gpu/ATIStreamSDK/pages/TutorialOpenCL.aspx
Building and running

On Linux, it should be enough to use a single command to build the OpenCL™ program; for example:

gcc –o hello_world –Ipath-OpenCL-include –Lpath-OpenCL-libdir lesson1.cpp –lOpenCL

To run:

LD_LIBRARY_PATH=path-OpenCL-libdir ./hello_world

On Windows, with a Visual Studio command window, an example is:

cl /Fehello_world.exe /Ipath-OpenCL-include lesson.cpp path-OpenCL-libdir/OpenCL.lib

Let’s assume that OpenCL.dll is on the path, then, running

.\hello_world

outputs the following string pm stdout:

Hello World

This completes our introductory tutorial to OpenCL™. Your feedback, comments, and questions are requested. Please visit our Stream forum.]
MAT LAB on GPU, Jacket (proprietary, free licensed):

http://www.accelereyes.com/
[OpenCL runtime for appropriate ATI GPU loaded on Olin Engg 132 machines:
Please co-ordinate between groups on particular machine, as there is some instruction that needs to be done only once on a machine.
	Sent: 
	Thursday, September 30, 2010 5:16 PM 

	To: 
	Debasis Mitra

	Attachments: 
	


	


Not the easiest fix but a here it is:
        1) Copy the ATI Stream directory to the U drive - only do once
                copy "C:\Program Files\ATI Stream" U:\
        2) Set the ATISTREAMSDKSAMPLESROOT variable - must be done once per machine
                set ATISTREAMSDKSAMPLESROOT=U:\ATI Stream
        3) Add an includes directory to the project (using HelloCLVS10 as an example) - must be done once per machine
                Right click on HelloCLVS10 > Properties > VC++ Directories > Add 
                U:\ATI Stream\samples\opencl\SDKUtil\include

With a little more time I can come up with an easier solution.  Is this enough to get your students working?

--
Nathan C Moreau ]

UG Project Presentation (10/14/2010):



      Alg 1(3loops)
   Alg 2(2)
      Alg 3 (D&Q)
Alg 4 (DP)

	Name 1:

				
	Name 2:

				

	

	 General Comments:




Questions:

1. Stability of the algorithms (for different input of same size)

2. D&Q Alg, recursive or iterative implementation: if one of these ways, then how would you do it the other way?

3. How many sample inputs have you tried? 
4. With each algorithm? 
5. Random inputs, or some types of inputs?
6. Largest input size tried, smallest, typical input sizes tried?

7. Any reference used other than my notes? On the Internet, other book?

8. Overall learning from the project? (different alg for same problem, group interaction, …

9. How many times did you meet, or how did you communicated?

10.  How many hours spent on coding, debugging, running, data analysis?

11.  Describe any major bug you faced.

12.  Any similar algorithm?
13.  What if all numbers are negative?

14.  What if all numbers are positive?

15.  Does the Alg 4 always work correctly? 

16. Any insight why the Alg 4 works?

