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Abstract

A fundamentabproblemfor network intrusion detectionsys-
temsis the ability of a skilled attacler to evadedetectionby

exploiting ambiguitiesin thetraffic streamasseerby themon-

itor. We discussthe viability of addressinghis problemby

introducinga new network forwardingelementcalleda traffic

normalizer The normalizersits directly in the path of traf-

fic into a site and patchesup the paclet streamto eliminate
potentialambiguitiesbeforethe traffic is seenby the moni-

tor, removing evasionopportunities. We examinea number
of tradeofs in designinga normalizey emphasizingheimpor-

tantquestiorof thedegreeto which normalizationsindermine
end-to-endprotocol semantics.We discussthe key practical
issuesof “cold start” and attackson the normalizey and de-
velop a methodologyfor systematicallyexaminingthe ambi-
guitiespresentin a protocol basedon walking the protocols

header We thenpresenthorm a publicly availableuserlevel

implementatiorof anormalizerthatcannormalizea TCPtraf-

fic streamat 100,000pkts/sedn memory-to-memoryopies,
suggestinghat a kernel implementationusing PC hardware
could keeppacewith a bidirectional100 Mbpslink with suf-

ficient headroomto weathera high-speedlooding attack of

smallpaclets.

1 Intr oduction

A fundamentaproblemfor network intrusiondetection
systemgNIDSs) that passiely monitor a network link
is the ability of a skilled attacler to evadedetectionby
exploiting ambiguitiedn thetraffic streamasseerby the
NIDS [14]. Exploitableambiguitiescanarisein three

differentways:

(i) TheNIDS maylack completeanalysisfor thefull

(ii)

rangeof behaior allowed by a particularproto-
col. For example,an attacler canevadea NIDS
that fails to reassembldP fragmentsby inten-
tionally transmittingtheir attack traffic in frag-
mentsratherthan completelP datagrams.Since
IP end-systemsirerequiredto performfragment
reassemblythe attacktraffic will still havethein-
tendedeffectatthevictim, buttheNIDS will miss
the attackbecauset never reconstructshe com-
pletedatagrams.

Of thefour commerciakystemgestedby Ptacek
and Newshamin 1998, none correctly reassem-
bledfragmentd14].

Also note that an attacler can evade the NIDS
evenif the NIDS doesperform analysisfor the
protocol(e.g. it doesreassembléagments)f the
NIDS'’s analysisis incomplete(e.qg., it doesnot
correctlyreassembleut-of-ordefragments).

Without detailed knowledge of the victim end-
systems protocolimplementationthe NIDS may
be unableto determinehow the victim will treat
a given sequenceof paclets if differentimple-

mentationsinterpretthe samestreamof paclets
in differentways. Unfortunately Internetproto-
col specificationslonotalwaysaccuratelyspecify
thecompletebehaior of protocols.especiallyfor

rareor exceptionalconditions.In addition,differ-

entoperatingsystemsandapplicationsmplement
differentsubset®f the protocols.



For example,whenan end-systentecevesover
lapping IP fragmentsthat differ in the pur
porteddatafor the overlappingregion, someend-
system$ may favor the datafirst receved, others
theportionof the overlappingfragmentpresenin
thelowerfragmentptherstheportionin theupper
fragment.

(i) Withoutdetailedknowledgeof the network topol-
ogy betweertheNIDS andthevictim end-system,
the NIDS may be unableto determinewhethera
givenpacletwill evenbeseenby theend-system.
For example,a paclet seenby the NIDS thathas
alow Time To Live (TTL) field may or may not
have sufficient hopcountremainingto make it all
theway to the end-systenj12]; seebelow for an
example.

If the NIDS believesa paclet wasrecevedwhen
in factit did not reachthe end-systemthen its

model of the end-systens protocol statewill be
incorrect.If theattacler canfind waysto system-
atically ensurehatsomepacletswill bereceved
andsomenot, the attacler may be ableto evade
theNIDS.

Thefirst of theseshortcomingscanin principle be ad-
dressedby a sufficiently diligent NIDS implementa-
tion, making surethat its analysisof eachprotocolis
complete. However, the other two shortcomingsare
more fundamental:in the absenceof external knowl-
edge(end-systemimplementatiordetails,topology de-
tails), no amountof analyzercompletenessvithin the
NIDS canhelpit correctly determinethe end-systens
ultimate processingf the paclet stream. On the other
hand,the attacler may be ableto determinetheseend-
systemcharacteristicéor a particularvictim by actively
probingthevictim, perhapsn quite subtle(very hardto
detect)ways. Thus,anattacler cancraft their traffic so
that,whateveralgorithmstheNIDS analyzewusesijt will
errin determininghow the end-systentbehaes.

Figurel shavs anexampleof anevasionattackthatcan
exploit eitherof the lasttwo shortcomingsabore. The
attacler fakesa missingpaclet, thensendsa sequence
of TCP pacletsabove the sequencéiole that contains
the attack,and also sendsa sequencef TCP paclets
containinginnocuousdatafor the sameTCP sequence
space.

For the moment,ignore the “timed out” paclets and
assumaall of the pacletson the left arrive at the vic-
tim. Evenin this case,the NIDS needsto know pre-
ciselyhow theend-systemwill interprettheinconsistent
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sequenceéfl, “0” or “i ” for sequence#2, etc.—when
constructingthe byte streampresentedo the applica-
tion. Unfortunately different TCP stacksdo different
thingsin this error case;someacceptthe first paclet,
and somethe second. Thereis no simple-and-correct
rulethe NIDS canusefor its analysis.

In addition, the attacler may also be able to control
which of the pacletsseenby the NIDS actually arrive
at the end-systenand which do not. In Figure 1, the
attacler doesso by manipulatingthe TTL field sothat
someof the pacletslack sufficient hop countto travel
all the way to the victim. In this caseto disambiguate
the traffic the NIDS mustknow exactly how mary for-
wardinghopslie betweerit andthevictim.

Onemightarmguethatsuchevasive traffic or active prob-
ing will itself appeaanomalouso theNIDS, andthere-
fore the NIDS candetectthatan attacler is attempting
to evadeit. However, doing sois greatly complicated
by two factors. First, detectionof an attemptat eva-
siondegradeghe precisionof a NIDS'’s detectiondown
from identifying the specificsof anattackto only being
ableto flag thatanattackmight possiblybein progress.
Second,network traffic unfortunatelyoften includesa
non-ngligible proportionof highly unusualput benign,
traffic, thatwill oftenresultin false positivesconcern-
ing possibleevasionattempts.This is discussedn [12]
asthe problemof “crud”; examplesincludeinconsistent
TCPretransmissionandoverlappinginconsistenfrag-
ments.

In the above argumentwe assumehe attacler is awvare
of the existenceof the NIDS, hasaccesdo its source
code(or candeducethe operationof its algorithms)and
attackprofile databaseandthatthe attacler is actively



trying to evadethe NIDS. All of theseare prudentor
plausibleassumptionsfor example,alreadythe cracler
communityhasdiscussedhe issueq5] andsomeeva-
siontoolkits (developedby “white hats”to aidin testing
andhardeningNIDSs) have beendeveloped[2]. Thus,
we againemphasizeahe seriousand difficult natureof
this problem: unlessstepsaretakento addressll three
of the evasionissuesdiscussedbore, network intru-
siondetectiorbasen passve monitoringof traffic will
eventually be completelycircumwentable,and provide
no realprotectionto sitesrelyingonit.

In this paperwe considerthe viability of addressing
theevasion-by-ambiguitproblemby introducinga new
network forwardingelementcalleda traffic normalizet
Thenormalizersjobisto sitdirectlyin thepathof traffic
into a site (a “bumpin the wire”) andpatchup or nor-
malizethe paclet streamto remove potentialambigui-
ties. Theresultis thataNIDS monitoringthenormalized
traffic streamno longerneedso considempotentialam-
biguitiesin interpretingthestream:thetraffic asseerby
theNIDS is guaranteednambiguoushanksto thenor-
malizer For example,anormalizemprocessinghetraffic
shavn in Figure1 might replacethe datain any subse-
guentinconsistentetransmissionwith thedatafrom the
original versionof the samesequencspacesotheonly
text the NIDS (andthe end-systeiwould seewould be
noct.
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Figure2: Typical locationsof normalizerandNIDS

A normalizerdiffers from a firewall in thatits purpose
is not to prevent accesso serviceson internal hosts,
but to ensurethat accesgo thosehoststakesplacein a
mannetthatis unambiguouso thesite'sNIDS. Figure?2
shaws thetypical locationsof the normalizerrelative to
theNIDS andtheend-systembeingmonitored.We will
referto traffic traveling from the “Internet” to the “In-
tranet”asinbound andto traffic in theotherdirectionas
outbound

The basic idea of traffic normalizationwas simulta-
neouslyinventedin the form of a protocol scrubber
[8, 13, 17]. Thediscussiorof the TCP/IPscrubbein [8]

focuseson ambiguousT CP retransmissiorattackslike
the onedescribedabove. The key distinctionsbetween
ourwork andTCP/IPscrubberss thatwe attemptto de-
velop a systematiapproacho identifying all potential

normalizationgwe find morethan70, perAppendixA),

andwe emphasizehe implicationsof variousnormal-
izationswith regardto maintainingor erodingthe end-
to-endtransportsemanticdefinedby the TCP/IP pro-

tocol suite. In addition, we attemptto defendagainst
attackson the normalizeritself, both through stateex-

haustionandthroughstatelossif theattacler cancause
thenormalizeror NIDS to restart(the “cold start” prob-
lem,per§ 4.1).

In the next sectionwe discustherpossibleapproaches
for addressinghe NIDS ambiguityproblem.In § 3 we
look at a numberof tradeofs in the designof a normal-
izer, andin § 4 two importantpracticalconsiderations.
§ 5 first presentsa systematicapproachto discovering
possibleambiguitiesin a protocolasseenby a network
analyzerand then appliesthis approachto analyzing
IP version4. In § 6 we presenexamplesof particularly
illuminating normalizationgor TCR includinganambi-
guity problemthatnormalizationcannotsolve. We then
discussn § 7 auserlevel normalizercallednorm which
our performanceneasurementsdicateshouldbe able
to processaabout100,000pkts/sedf implementedn the
kernel.

2 Other approaches

In this sectionwe briefly review otherpossibleways of
addressingheproblemof NIDS evasion to providegen-
eralcontet for thenormalizerapproach.

Usea host-basedDS. We caneliminateambiguitiesn

thetraffic streamby runningtheintrusiondetectionsys-
tem (IDS) on all of the end-systenhostsratherthanby

(or in additionto) passvely monitoring network links.

As the hostIDS hasaccesdo the protocol stateabove
the IP and transportstacks,it hasunambiguousnfor-

mationasto how the hostprocesseshe paclet stream.
However, this approachs tantamounto giving up on

network intrusiondetection asit losesthe greatadvan-
tageof beingableto provide monitoringfor anentiresite
cheaply by deploying only afew monitorsto watchkey

network links. Host-basedystemsalsopotentiallyface
major deploymentand managemendifficulties. In this

work, we are concernedwith the questionof whether
purelynetwork-basedDS’s canremainviable,sowe do

not considetthis solutionfurther.

Understand the details of the intranet. In principle,
a NIDS caneliminatemuch of the ambiguityif it has
accesgo a sufiiciently rich databaseatalogingthe par
ticulars of all of the end-systenprotocol implementa-
tionsandthe network topology A majorchallengewith
this approachs whethemwe canindeedconstructsucha



databaseparticularlyfor alargesite. Perhapsaddingan
active probingelementto a NIDS cando so, andthere
hasbeensomeinitial work in this regard[9]. However,
anotherdifficulty is thatthe NIDS would needto know
how to make use of the database—itvould requirea
modelof every variantof every OSandapplicationrun-
ning within the site, potentiallyanimmenseask.

Bifur cating analysis. Finally, in somecaseghe NIDS
canemploy bifurcatinganalysis[12]: if theNIDS does
not know which of two possibleinterpretationshe end-
systemmay apply to incoming paclets, then it splits
its analysiscontext for that connectioninto multiple
threads,one for eachpossibleinterpretation,and ana-
lyzeseachcontet separatelyrom thenonwards.

Bifurcating analysisworks well whenthereareonly a
smallnumberof possibleinterpretationsio matterhow
mary packetsaresent. An examplewould bein thein-
terpretationof the BACKSPACE vs. DELETE character
during the authenticatiordialog at the beginning of a
Telnetconnectionbeforethe userhasan opportunityto
remapthe meaningof the characters)generally either
one or the otherwill deletethe characterof text most
recentlytypedby theuser TheNIDS canform two con-
texts, oneinterpretingDEL ETE asthedeletioncharacter
andthe otherinterpretingBACKSPACE asthe deletion
character Sincethe end-systenwill be in one stateor
the other, oneof the analysiscontexts will be correctat
theNIDS no matterhow mary pacletsaresent.

However, bifurcatinganalysiswill notbesuitablef each
arriving ambiguougaclet requiresan additionalbifur-
cation, as in this casean attacler (or an inadwertent
spateof “crud”) cansenda streamof pacletssuchthat
the numberof analysiscontets explodesexponentially
rapidly overwhelmingthe resource®f the NIDS. Con-
sider for example,the attackshown in Figurel. If the
NIDS bifurcatesits analysison receiptof eachpoten-
tially ambiguouspaclet, it will rapidly requirea great
dealof stateandmary analysighreadsOnceit hasseen
theeightpacketsshown, it will needthreadgor thepos-
sibletext root, nice, rice, noot, niot, roce, roct, etc... . .

3 Normalization Tradeoffs

Whendesigninga traffic normalizer we arefacedwith
a setof tradeofs, which canbe arrangedalongseveral
axes:

extentof normalizationvs. protection

impacton end-to-endsemanticgservicemodels)
impacton end-to-engerformance

amountof stateheld

work offloadedfrom theNIDS

Generallyspeaking,as we increasethe degree of nor-
malizationand protection,we needto hold more state;
performancealecreaseboth for the normalizerand for
end-to-endlows; and we impactend-to-endsemantics
more.Ourgoalis notto determineasingle“sweetspot;
but to understandhe charactepf thetradeofs, and,ide-
ally, designa systemthat a site cantuneto matchtheir
local requirements.

Normalization vs. protection. As a normalizeris a
“bumpin the wire,” the samebox performingnormal-
ization canalsoperformfirewall functionality. For ex-
ample,a normalizercanpreventknown attacksor shut
down accesgo internalmachinedrom an externalhost
whenthe NIDS detectsa probeor anattack. In this pa-
perwe concentratenainly on normalizatiornfunctional-
ity, but will occasionallydiscussprotectize functionality
for whichanormalizeris well suited.

End-to-end semantics.As muchaspossiblewe would
likeanormalizerto preseretheend-to-endemantic®f
well-beharednetwork protocolswhilst cleaningup mis-
behaingtraffic. Somepacletsarriving atthenormalizer
simply cannotbe correctaccordingo the protocolspec-
ification, andfor thesethereoftenis a clearnormaliza-
tion to apply. For example,if two copiesof anIP frag-
mentarrive with the samefragmentoffset, but contain-
ing differentdata,thendroppingeitherof thefragments
or droppingthe whole packet won’t underminethe cor-
rect operationof the particularconnection.Clearly the
operationvasalreadyincorrect.

However, thereare other pacletsthat, while perfectly
legal accordingto the protocolspecificationsmay still
causeambiguitiesfor the NIDS. For example,it is per
fectly legitimatefor a paclet to arrive at the normalizer
with alow TTL. However, perthe discussionin the In-
troduction,the NIDS cannotbe surewhetherthe paclet
will reachthe destination.A possiblenormalizatiorfor
suchpacletsis to increasats TTL to alargevalue?! For
mosttraffic, this will have no adwerseeffect, but it will
breakdiagnosticsuchast r acer out e, whichrely on
thesemanticeftheTTL field for theircorrectoperation.

Normalizationdik e these which erodebut do not bru-
tally violate the end-to-endorotocolsemanticspresent
a basictradeof thateachsite mustweighasanindivid-
ual policy decision,dependingon its usercommunity
performancaneedsandthreatmodel.In our analysisof
differentnormalizationswe place particularemphasis
on this tradeof, becauseave believe the long-termutil-
ity of preservingend-to-endsemanticss oftenunderap-
preciatedand at risk of being sacrificedfor short-term

IClearly this is dangerousunlessthereis no possibility of the
pacletloopingaroundto the normalizeragain.



expedieng.

Impact on end-to-end performance. Somenormal-
izationsare performedby modifying pacletsin a way
thatremovesambiguities but alsoadwerselyaffectsthe
performancef the protocolbeingnormalized.Thereis
no clearanswerasto how muchimpacton performance
might be acceptableasthis clearlydepend®n the pro-
tocol, local network environment,andthreatmodel.

Stateholding A NIDS systemmusthold statein or-
derto understandhe context of incominginformation.
Oneform of attackon a NIDS is a stateholdingattad,
wherebythe attacler createdraffic that will causethe
NIDS to instantiatestate(see§ 4.2 belaw). If this state
exceedgheNIDS’sability to cope theattaclermaywell
be ableto launchan attackthat passesindetectedThis
is possiblein part becausea NIDS generallyoperates
passvely, andso“f ails open’.

A normalizeralsoneeddgo hold stateto correctambigu-
ities in the dataflows. Suchstatemight involve keep-
ing track of unacknavledgedT CP segmentsor holding
IP fragmentsfor reassemblyin the normalizer How-
ever, unliketheNIDS, thenormalizeris in the forward-
ing path,andsohasthe capabilityto “fail closed”in the
presencef stateholdingattacks.Similarly, the normal-
izer can perform “triage” amongstincoming flows: if
thenormalizeris nearstateexhaustionjt canshutdown
anddiscardstatefor flows thatdo notappeato be mak-
ing progresswhilst passingandnormalizingthosethat
do make progress.The assumptiorhereis thatwithout
complicity from internalhosts(seebelow), it is difficult
for anattacler to fake a large numberof activeconnec-
tionsandstresghenormalizers stateholding.

But evengiventheability to performtriage,if anormal-
izer operatesail-closedthenwe musttake careto assess
the degreeto which an attacler can exploit statehold-
ing to launcha denial-of-servicattackagainsta site, by
forcingthenormalizerto terminatesomeof thesite’sle-
gitimateconnections.

Inbound vs. outbound traffic. The designof the Bro

network intrusion detectionsystemassumeghat it is

monitoringa bi-directionalstreamof traffic, andthatei-

ther the sourceor the destinationof the traffic canbe
trusted[12]. However it is equallyeffective at detecting
inboundor outboundattacks.

The additionof a normalizerto the scenarigootentially
introducesan asymmetrydue to its location—thenor-
malizer protectsthe NIDS againstambiguitiesby pro-
cessinghetraffic beforeit reachesheNIDS (Figure?2).
Thus, an internal hostattemptingto attackan external

hostmight be ableto exploit suchambiguitiesto evade
thelocal NIDS. If the site’s threatmodelincludessuch
attacks eithertwo normalizersmay be used,oneon ei-
thersideof theNIDS, or aNIDS integratedinto asingle
normalizer Finally, we notethatif bothinternalandex-
ternal hostsin a connectionare compromisedthereis
little any NIDS or normalizercando to preventthe use
of encryptedor otherwisecovert channeldbetweerthe
two hosts.

Whilstanormalizemwill typically make mostof its mod-
ificationsto incomingpaclets,theremayalsobeanum-
ber of normalizationsit appliesto outgoing paclets.
Thesenormalizationsareto ensurethattheinternaland
externalhosts’ protocolstatemachinesstayin stepde-
spitethe normalizationof theincomingtraffic. It is also
possibleto normalizeoutgoingtraffic to prevent unin-
tendedinformationaboutthe internalhostsfrom escap-
ing ([17], andsee§ 5.1 belaw).

Protection vs. offloading work. Althoughthe primary
purposeof a normalizeris to preventambiguougraffic
fromreachingheNIDS whereit would eithercontrikbute
to a stateexplosionor allow evasion,a normalizercan
alsoseneto offloadwork from the NIDS. For example,
if the normalizerdiscardspacletswith badchecksums,
then the NIDS neednt spendcycles verifying check-
sums.

4 Real-world Considerations

Dueto theadwersariahatureof attacksfor securitysys-
temsit is particularlyimportantto considemot only the
principlesby which the systemoperatesput as much
aspossiblealsothe “real world” detailsof operatingthe
system.In this section,we discusswo suchissuesthe
“cold start” problem,andattaclerstargetingthenormal-
izer's operation.

4.1 Cold start

It is naturalwhendesigninga network traffic analyzer
to structureits analysisin termsof trackingthe progres-
sionof eachconnectiorfrom the negotiationto begin it,
throughthe connectiorns establishmenand datatrans-
fer operationsto its termination.Unlesscarefullydone,
however, sucha designcan prove vulnerableto incor
rectanalysisduringa cold start. Thatis, whenthe ana-
lyzerfirst beginsto run, it is confrontedwith traffic from
already-establishedonnectiondor which the analyzer
lacksknowledgeof the connectiorcharacteristicaego-
tiatedwhenthe connectionsvereestablished.

For example,the TCP scrubber8] requiresa connec-



tion to go throughthe normalstart-uphandshag&. How-
ever, if avalid connectioris in progressandthe scrub-
berrestartor otherwisdosesstate thenit will terminate
ary connectionsn progressatthetime of the cold start,
sinceto its analysigheirtraffic exchangesppeato vio-
late the protocolsemanticghatrequireeachnewly seen
connectiorto begin with a start-uphandshak.

The cold-startproblemalso affectsthe NIDS itself. If
the NIDS restartsthe lossof statecanmeanthatprevi-
ously monitoredconnectionsareno longermonitorable
becauséhe statenegotiatedat connectionsetuptime is
no longer available. As we will shav, techniquegse-
quiredto allow cleannormalizerrestartscanalsohelpa
NIDS with cold start (§ 6.2).

Finally, we notethatcold startis notanunlikely “corner
caseto dealwith, butinsteadanon-goingissuefor nor-

malizersandNIDS alike. First,anattaclermightbeable
to force a cold startby exploiting bugsin eithersystem.
Secondfrom operationakxperiencewe know thatone
cannotavoid occasionallyrestartinga monitor system,
for exampleto reclaimleakedmemoryor updateconfig-
urationfiles. Accordingly, a patientattacler who keeps
aconnectioropenfor along periodof time canensurea
high probabilitythatit will spana cold start.

4.2 Attacking the Normalizer

Inevitably we mustexpectthe normalizeritself to bethe
target of attacks. Besidescompletesubversion,which
canbe preventedonly thoughgood designand coding
practice,two otherways a normalizercan be attacled
arestateholdingattacksandCPU overloadattacks.

Stateholding attacks. Somenormalizationsare state-
less.For example theTCPMSSoption(MaximumSeg-
mentSize)is only allowedin TCP SYN paclets. If a
normalizerseesa TCP paclet with an MSS Option but
no SYN flag, thenthis is illegal; but even so, it may
be unclearto the NIDS whatthe receving hostwill do
with theoption, sinceits TCPimplementatiommightin-
correctlystill honorit. Becauseahe useof the optionis
illegal, the normalizercansafelyremove it (andadjust
the TCP checksum)without needingto instantiateany
statefor this purpose.

Other normalizationsrequire the normalizerto hold
state.For example,an attacler cancreateambiguity by
sendingmultiple copiesof an IP fragmentwith differ-
entpayloads While a normalizercanremove fragment-
basedambiguitiesby reassemblingll fragmentedIP
paclets itself before forwarding them (and if neces-
saryre-fragmentingorrectly),to dothis,thenormalizer
musthold fragmentauntil they canbereassemblehto

a completepaclet. An attacler canthuscausethe nor-

malizerto useup memoryby sendingmary fragments
of pacletswithout ever sendingenoughto completea

paclet.

This particularattackis easilydefendedagainsty sim-

ply boundingthe amountof memorythat can be used
for fragmentsandculling the oldestfragmentdrom the

cacheif thefragmentcachefills up. Becausdragments
tendto arrive togetheythis simplestratgyy meansanat-

tacker hasto flood with a very high rate of fragments
to causea problem. Also, asIP pacletsareunreliable,
theresnoguarante¢hey arrive aryway, sodroppingthe

occasionapaclet doesnt breakarny end-to-endseman-
tics.

More difficult to defendagainstis an attacler causing
thenormalizerto hold TCP stateby floodingin, for ex-
ample thefollowing ways:

1. Simple SYN flooding with SYNs for multiple
connectiongo the sameor to mary hosts.

2. ACK flooding. A normalizerreceving a paclet
for which it has no state might be designedto
theninstantiatestate(in orderto addresshe“cold
start” problem).

3. Initial window flooding. The attacler sendsa
SYN to asenerthatexists,recevesa SYN-ACK,
and then floods data without waiting for a re-
sponseA normalizemwvould normallytemporarily
storeunacknevledgedext to preventinconsistent
retransmissions.

Our stratgyy for defendingagainsttheseis twofold.

First,the normalizerknows whetheror notit’s underat-

tackby monitoringtheamountof memoryit is consum-
ing. If it's not underattack,it caninstantiatewhatever
stateit needsto normalizecorrectly If it believesit’s

underattack,it takesa moreconserative stratgy thatis

designedo allow it to survive,althoughsomelegitimate
traffic will seedegradedberformance.

In generaburaimwhenunderattackis to only instanti-
ateTCPconnectiorstatewhenwe seetraffic from anin-
ternal(andhencerustedhost,asthisrestrictsstatehold-
ing attackson the normalizerto thoseactuallyinvolving
realconnectionso internalhosts.Noteherethatthenor-
malizeris explicitly not attemptingto protecttheinter
nal hostsfrom denial-of-serviceattacks;only to protect
itself andthe NIDS.

CPU overload attacks. An attacler may also attempt
to overloadthe CPU on the normalizer However, un-
like stateholdin@ttacks suchanattackcannottausehe



normalizerto allow anambiguityto pass.Instead CPU
overloadattackscanmerelycausehenormalizerto for-
wardpacletsata slower ratethanit otherwisewould.

In practice,we find that mostnormalizationsarerather
cheapto perform(§ 7.2),sosuchattacksneedto concen-
trate on the normalizationsvherethe attacler can uti-

lize computationatompleity to theiradvantage Thus,
CPU utilization attackswill normally needto be com-

bined with stateholdingattacksso that the normalizer
performsanexpensve searchn alarge state-spaceAc-

cordingly, we needto pay greatattentionto the imple-

mentationof suchsearchalgorithms with extensie use
of constant-complbdty hashalgorithmsto locatematch-
ing state.An additionaldifficulty thatarisesis theneed
to be opportunisticaboutgarbagecollection,andto ap-

ply algorithmsthatarelow costat the possibleexpense
of not being completelyoptimal in the choiceof state
thatis reclaimed.

5 A SystematicApproach

Foranormalizetto completelyprotecttheNIDS, in prin-
ciple we mustbe ableto normalizeevery possiblese-
guenceof pacletsthatthe NIDS might treatdifferently
from the end-systemGiventhatthe NIDS cannotpos-
sibly know all the applicationstateat the end-system
for all applicationswe focusin this work on the more
tractableproblem of normalizingthe internetvork (1P,
ICMP) andtranspor{ TCP, UDP) layers.

Evenwith this somavhatmorerestrictedscopewe find
therearestill a very large numberof possibleprotocol
ambiguitiesto address. Consequentlyit behowes us
to develop a systematianethodologyfor attemptingto
identify and analyzeall of the possiblenormalizations.
Themethodologywe adoptis to walk throughthe paclet
headerof eachprotocolwe consider This ensureghat
we have anopportunityto considereachfacetof the se-
manticsassociateavith the protocol.

For eachheadelelementwe considelits possiblerange
of values,their semanticsand ways an attacler could
exploit the differentvalues;possibleactionsa normal-
izer might take to thwart the attacks;and the effects
theseactionamnighthaveontheprotocolsend-to-ende-
mantics. Whilst our primary intentionis to explorethe
possibleactionsa normalizercantake, the exercisealso
raisesinterestingquestionsaboutthe incompletenesef

the specificationof errorhandlingbehaior in Internet
protocolsandaboutthenatureof theintentionalandun-

intentionalend-to-endsemantic®f Internetprotocols.

For reason®f spacewe confineour analysishereto a

singleprotocol;we pick IP (version4) becausdt is sim-
ple enoughto cover fairly thoroughlyin this paper yet
hasrich enoughsemanticgespeciallyfragmentationjo
corvey the flavor of more complicatednormalizations.
In § 6 we thenpresentsomeparticularlyilluminating
examplesof TCPnormalizationsWe deferour method-
ical analysisof TCP (andUDP andICMP) to [4].

Notethatmary of the normalizationsve discussbelow
appeato addresyery unlikely evasionscenariosHow-
ever, we believe theright designapproactis to normal-
ize everythingthatwe canseehow to correctlynormal-
ize, becausgaclet manipulatiorandsemantiambigu-
ity is sufficiently subtlethatwe may missan attack,but
still thwart it becauseve normalizedaway the degrees
of freedomto expressthe attack.

Figure 3 shaws the fields of the IP paclet header For
eachfield we identify possibleissueghatneednormal-
izationanddiscusgheeffectsof our solutionsonend-to-
endsemantics The readermpreferringto delve into only
more interestingnormalizationsmay chooseto jump
aheado § 5.1.

A normalizershouldonly passpacletswith IP
versionfieldswhichthe NIDS understands.

Headerlength. | It maybe possibleto senda paclet with
an incorrect headerlength field that arrives at an end-

systemsandis acceptedHowever, otheroperatingsystems
or internalroutersmay discardthe paclet. ThustheNIDS
doesnotknow if thepacletwill beprocessedr not.
Solution: If the headerdengthfield is lessthan20 bytes,
the headeris incomplete,and the paclet should be dis-
cardedIf theheadetengthfield exceedghepacletlength,
thepacletshouldbediscarded(SeeTotal lengthbelaw for
adiscussiorof exactly whatconstituteghepacletlength.)
Effect on semantics:Pacletis ill-formed—noadwerseef-
fect.

Note: If the headerlengthis greaterthan 20 bytes, this
indicatesoptionsarepresentSeel P optionprocessinde-
low.

Type Of Service/Diffserv/ECN.‘ These bits have re-

cently beenreassignedo differentiatedserviceg11] and
explicit congestiomotification[15].

Issue: The Diffserv bits might potentially be usedto

deterministicallydrop a subsetof paclets at an internal
Diffserv-enabledouter for exampleby sendingburstsof

pacletsthatviolatetheconditioningrequiredby their Diff-

servclass.

Solution: If thesitedoesnotactuallyuseDiffservmecha-
nismsfor incomingtraffic, clearthebits.

Effect on semantics: If Diffservis not beingusedinter

nally, the bits shouldbe zeroaryway, sozeroingthemis

safe.Otherwise clearingthembreaksuseof Diffserv
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Figure3: IP v4 Header

Issue: Somenetwork elements(such as firewalls) may
drop pacletswith the ECN bits set, becauseéhey are not
yetcognizanbf thenew interpretatiorof theseheadebits.
Solution: Clearthebitsfor all connectionsinlesghecon-
nectionpreviously negotiateduseof ECN. Optionally re-
move attemptgo negotiateuseof ECN.

Effect on semantics: For connectionghat have not ne-
gotiateduseof ECN, no end-to-enceffect. Remawing at-
temptecdhegotiationof ECNwill preventconnectiongrom
benefitingfrom avoiding paclet dropsin somecircum-
stances.

If thetotal lengthfield doesnot matchthe
actualtotal length of the paclet asindicatedby the link

layer, thensomeend-systemmaytreatthe pacletasbeing
onelength,somemaytreatit asbeingthe other andsome
maydiscardthe paclet.

Solution: Discardpacletswhoseengthfield exceedgheir
link-layer length. Trim paclets with longer link-layer
lengthsdown to just thosebytesindicatedby the length
field.

Effect on semantics: None, only ill-formed paclets are
dropped.

IP Identifier. | See§ 5.1.

Must Be Zero. | The IP specificatiorrequiresthatthe bit

betweerfIP Identifier” and“DF” mustbezero.

Issue: If the bit is set,thenintermediaryor end-systems
processinghe paclet mayor maynotdiscardit.

Solution: Clearthebit to zero.

Effect on semantics: None, sincethe bit is alreadyre-
quiredto bezero.

Note: We might think that we could just aswell discard
the paclet, sinceit violatesthe IP specification.The ben-
efit of merelyclearingthe bit is thatif in the future a new
usefor thebit is deplg/ed, thenclearingthebit will permit
connectiondo continue,ratherthan abruptlyterminating
them,in keepingwith the philosophythat Internetproto-
cols shoulddegradegraduallyin the presencef difficul-
ties.

Don’t Fragment (DF) flag. ‘ If DF is set,andthe Maxi-
mum Transmissiornit (MTU) arywherein the internal
network is smallerthanthe MTU on the accesdink to
the site,thenanattacler candeterministicallycausesome
paclets to fail to reachend-systemsehindthe smaller
MTU link. This is doneby settingDF on paclets with
alargerMTU thanthelink.

Note: The NIDS might be ableto infer this attackfrom
ICMP responsesentby the routerthatdropsthe paclets,
but the NIDS needgo hold stateto do so, leadingto state-
holding attackson the NIDS. Also, it is not certainthat
theNIDS will alwaysseethelCMP responsegjueto rate-
limiting andmulti-pathing.

Solution: ClearDF onincomingpaclets.

Effect on semantics: Breaks“Path MTU Discovery” If
anincomingpacletis toolarge for aninternallink, it will
now befragmentedyhich couldhave anadwerseeffecton
performance—irherouterperformingthe fragmentation,
in theendhostperformingreassemblyor dueto increased
effective paclet lossrateson the network links afterfrag-
mentationoccurs[6]. Thatsaid,for mary network ervi-
ronmentstheseareunlikely to be seriousproblems.

Issue: Paclketsarriving with DF setand a non-zerofrag-
mentation offset are illegal. However, it is not clear
whethertheend-systenwill discardthesepaclets.
Solution: Discardsuchpaclets.

Effect on semantics:None,ill-formed paclet.




Mor e Fragments(MF) flag H Fragment Offset.
We treatthesetwo fields togetherbecausdhey areinter-
pretedtogether An ambiguityarisesf theNIDS seegwo
fragmentsthat overlap eachotheranddiffer in their con-
tents.As notedin [14], differentoperatingsystemsesohe
theambiguitydifferently.
Solution: Reassemblacomingfragmentsn the normal-
izer ratherthanforwardingthem. If requiredre-fragment
the paclet for transmissiorto the internalnetwork if it is
largerthanthe MTU.
Effect on semantics: Reassemblys a valid operationfor
arouterto perform,althoughit is notnormallydone.Thus
this doesnot affect end-to-endsemantics.
Note: A normalizerthatreassemble§agmentss vulner
ableto stateholdingattacks,and requiresan appropriate
triage strat@y to discardpartially reassemblegaclets if
thenormalizerstartsto run out of memory

Protocol.| Theprotocolfield indicateshenext-layerpro-
tocol, suchasTCP or UDP. Blocking traffic basedonit is
a firewall function and not a normalizerfunction. How-
ever, anadministratomay still configurea normalizerto
discardpacletsthatdo not containwell-knowvn protocols,
suchasthosethe NIDS understands.

Issue: Paclketswherethelengthplusthefragmentatioroff-
setexceed$s5535areillegal. They mayor maynotbeac-
ceptedby theendhost. They mayalsocausesomehoststo
crash.

Solution: Dropthepaclets.

Effect on semantics:Packetis ill-formed, sono effect.

IP headerchecksum.| Packetswith incorrectIP header
checksumsnight possiblybe acceptedy end-hostswith
dodgyIP implementations.

Solution: In practicethis is not a likely scenarioput the
normalizercandiscardthesepacletsaryway, whichavoids
theNIDS needingo verify checksumdtself.

Effect on semantics: Normally, no effect. However, it

mightbe possibleto usecorruptedpacletsto gatherinfor-

mationon link errorsor to signalto TCP not to backoff

becausehe lossis dueto corruptionand not congestion.
But sincerouterswill normallydiscardpacletswith incor

rectIP checksumsaryway, theissueis likely moot.

‘TTL (Time-to-live).‘ As with DF, an attacler can use
TTL to manipulatewvhich of the pacletsseerby theNIDS
reachesheend-systemperthediscussiorfor Figurel.
Solution#1: In principle,aNIDS couldmeasurghenum-
berof hopsto every endhost,andignorepacletsthatlack
suficient TTL. In practice,though,at mary sitesthis re-
quiresholding a large amountof state,andit is possible
thattheinternalroutingmaychanggpossiblytriggeredby
theattaclerin someway) leaving awindow of time where
theNIDS’s measuremerns incorrect.

Solution #2: The NIDS may also be ableto seeICMP
time-exceeded-in-transipaclets elicited by the attack.
However, ICMP responsesgreusuallyratelimited, sothe
NIDS may still not be ableto tell exactly which paclets
werediscarded.

Solution #3: Configurethe normalizerwith a TTL that
is largerthanthe longestpath acrossthe internalsite. If
pacletsarrive thathave a TTL lower thanthe configured
minimum,thenthenormalizerestoresheTTL tothemin-
imum.

Effect on semantics: First, if a routing loop passes
throughthe normalizey thenit may be possiblefor pack-
etsto loop forever, rapidly consuminghe availableband-
width. SecondrestoringTTL will breakt r acer out e
dueto its useof limited-TTL pacletsto discover forward-
ing hops. Third, restoringTTL on multicastpaclets may
impair the performancef applicationghatuseexpanding
ring searchesThe effect will bethatall internalhostsin
the groupappeato be immediatelyinsidethe normalizer

If thesourceaddres®of anlP pacletis
invalid in someway, thentheend-hostnayor maynotdis-

cardthe paclet. Examplesare127. 0. 0. 1 (localhost),
0. 0. 0. 0 and255. 255. 255. 255 (broadcast)multi-
cast(classD) andclassE addresses.

Solution: Dropthepaclet.

Effect on semantics:None,pacletis ill-formed.

Note: If theincomingpaclet hasa sourceaddresdelong-
ing to a known internalnetwork, the normalizermight be
configuredto drop the paclet. This is morefirewall-type
functionalitythannormalizationput will generallybe de-
sirable. However it would breakapplicationsthatrely on
“sourcerouting” pacletsvia anexternalhostandbackinto
thesite,suchasusingt r acer out e to tracearoutefrom
an externalsite backinto the tracingsite. Also, if anout-
going paclet hasa sourceaddresghatdoesnot belongto
aknown internalnetwork, thenormalizemmight be config-
uredto dropthepaclet.

| Destination address.| Likesourceaddressesnvalid des-
tination addressesnight causeunepected behaior at
internal hosts. Examplesare local broadcastaddresses
(“smurf” attacks),the localhostand broadcastaddresseg
mentionedabove, and classE addressegwhich are cur
rently unused).

Solution: Drop the paclet. In addition, the normalizer
shouldbe capableof droppingincomingpacletswith des-
tinationaddressethatwould notnormallyberoutedto the
site; thesemight appearasa resultof source-routingand
it is unclearwhateffect they might have oninternalhosts
or routers.

Effect on semantics:None,destinatioris illegal.

from the point of view of the searchalgorithm.




IP pacletsmay containlP optionsthatmod-
ify the behaior of internalhosts,or causepacletsto be
interpretedifferently.

Solution: Remave IP optionsfrom incomingpaclets.
Effect on semantics: For end-to-endconnections pre-
sumablynone,as|P optionsshouldnot have effectsvis-
ible at higherlayers;exceptthe absencef anoptionmay
impair end-to-endconnectiity, for examplebecausehe
connectiity requiressourcaouting. For diagnosticgools,
potentiallyserious.

That said, the reality today is that optionsgenerallysuf-
fer from poorperformancdecauseoutersdefertheir pro-
cessingo the“slow path; andmary sitesdisabletheiruse
to countercertainsecurityrisks. Soin practice,remoring
IP optionsshouldhavelittle ill effect,otherthanthelossof
sourceroutingfor diagnosingconnectiity problems.This
lastcanbe addresse¢ascanall semantidradeofs associ-
atedwith normalizationthroughsite-specifigoliciescon-
trolling the normalizers operation.

The paddingfield attheendof alist of IP op-
tionsis explicitly ignoredby therecever, soit is difficult
to seethatit canbe manipulatedn ary usefulway. While
it doesprovide a possiblecovertchannelsodomary other
headeffields,andthwartingtheses nota normalizertask.
Solution: Zerothe paddingbytes,onthe principlethatwe
perform normalizationseven whenwe do not know of a
correspondingttack.

Effect on semantics:None,field is explicitly ignored.

5.1 ThelP ldentifier and Stealth Port Scans

ThelPidentifier(ID) of outgoingpacletsmaygive away

information about servicesrunning on internal hosts.

This issueis not strictly a normalizerproblem,but the
normalizeris in a locationwell suitedto dealwith the
issue.

One particular problem is the exceedingly devious
stealthport-scanningtechniquedescribedin [16, 18],
which enablesanattacler to probethe servicesunning
on aremotehostwithout giving away the IP addresof
the host being usedto conductthe scan. Figure 4 il-
lustrateghetechniquewhichwe review hereto develop
how anormalizercanthwartit. HostA is theattacler, V
is thevictim, and P is the patsy The patsymustrun an
operatingsystemthatincrementghe IP ID by oné for
every paclet sent,no matterto whatdestination—mam
commonoperatingsystemsisesucha“global” IP ID.

Host A continuallyexchangegacletswith host P, ei-
ther througha TCP transferor simply by pinging it.
While doing this, the IP IDs of the response$érom P
to A normallyincrementby onefrom onepacletto the

2More generallyadwanceshe D field in a predictablefashion.

next. Now A fakesa TCP SYN to the porton V' they
wish to probe,andthey fake the sourceaddresof the
pacletasbeingfrom P.

If thereis no servicelistening on the port, V' sendsa
RSTto P. As P hasno associated¢onnectiorstate,P
ignoresthe RST, andthereis no effectonthe IP IDs of
the streamof pacletsfrom P to A.

Attacker Patsy Victim
+#iEchorequest |
_ | g——Teply 1D=3—
1 <Eehoiequast\>
V] 4/Lepl;LrLD:Zl»d
+1 <.'£<;ltscu:£-1qmast\>
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no listener | "EGho-request | TCP RST 9
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1 Echorequest |
V| Teply, ID=7—
—FEP-SYN,src=P, dstport=25 | listener
TCP _ exists on port 25,
42 SYN-ACK generated.
listener W’W
i 1
exists! V| reply ID=0— P has no state for this
t connection, so generates
+1 ‘EQMEQUL» a RST, which increments
V] reply, ID=16- the IP ID sequence

Figure4: StealthPortScan

However, if thereis a servicelisteningon the port, V'

sendsa SYN-ACK to P to completethe connection,
ratherthanaRST. P hasnostatefor thisconnectionand
promptlysendsaRSTbackto V. In sodoing,theglobal

ID sequencen P increasedy one;consequentlyin the
streamof pacletsfrom P to A, the attacler obsenesa

stepof two (ratherthanone)in the ID sequencesince
it missedoneof the pacletssentby P, namelythe RST
fromPtoV.

ThusP andnot A appearso bethe hostconductinghe
port-scanwhereasn factit is completelyinnocent. V/
never seesa paclet with a sourceof A. If A chooses
differentpatsyfor every portit wishesto check thenthis
portscanis very hardto detect.

The solutionfor patsiess for the normalizerto scram-
ble (in a cryptographicallysecure but reversiblefash-
ion) the IP IDs of incomingandoutgoingpaclets. This
preventsinternal hostsfrom being usedas patsiesfor
suchscans.Theeffecton semanticss thatarny diagnos-
tic protocolthatreportsthe IP IDs of incomingpaclets
backto the sendemaybreak.ICMP messagesanstill
functionif the normalizerappliesthe unscramblingto
theembeddedD fieldsthey carry.



The solution for victims is to usethe “reliable RST”
techniqugsee§ 6.1 belon). The normalizertransmitsa
“keep-alve” acknavledgmeni{ACK) pacletbehindev-
ery RST paclet it forwardsout of the site. Whenthe
ACK arrivesatthepatsythepatsywill replywith aRST,
justasit doesin the SYN-ACK case.Consequentlythe
IP ID sequencasseenby theattaclerwill jump by two
in both caseswhetherthe victim is runningthe given
serviceor not.

Sendingkeep-alves for reliable RSTs generatesxtra

traffic, but hasno effect on end-to-endsemanticssince
the keep-alve ACK following the RSTis guaranteedio

be eitherrejectedby the victim (if it first recevedthe
RST)orignored(if theRSTwaslostandtheconnection
remainsopen).

6 Examplesof TCP Normalizations

We appliedthesame‘walk the header’methodologyas
in the previous sectionto TCR UDP, and ICMP. How-

ever, dueto spacdimitationswe deferthedetailedanal-
ysisto [4], andin this sectionfocuson threeexamples
for TCP that illuminate differentnormalizationissues:
reliable RSTs,cold startfor TCR, andan exampleof a

TCPambiguitythatanormalizercannotremove.

6.1 ReliableRSTs

With TCR the control signalsfor connectionestablish-
mentand completion(SYN and FIN, respectiely) are
deliveredreliably, but the “abrupt termination” (RST)
signalis not. This leadsto a significantproblem: in
general,both a normalizerand a NIDS needsto tear
down statefor anexisting connectioroncethatconnec-
tion completesin orderto recover the associatednem-
ory. But it is not safeto do souponseeinga RST, be-
causethe RST paclet might be lost prior to arriving at
therecever, or mightberejectedby therecever.

Thus, a monitor cannottell whethera given RST does
in fact terminateits correspondingconnection. If the
monitorerrsandassume#t doeswhenin factit did not,
thenanattacler canlatercontinuesendingraffic onthe
connectionandthemonitorwill lackthenecessargtate
(namelythattheconnectioris still establishedandwith
whatsequenceumberswindows, etc.) to correctlyin-
terpretthattraffic. Ontheotherhand,if the monitoras-
sumegheRSTdoesnotterminateheconnectionthenit
is left holdingthe correspondingtatepotentiallyindef-
initely. (Unfortunately RSTFterminationis not uncom-
monin practice soevenfor benigntraffic, this statewill
grow significantlyovertime.)

The RST might fail to arrive at the recever becausef
normalloss processesuchas buffer overflows at con-
gestedrouters, or becauseof manipulationby an at-
tacker, suchasthe TTL gamedldiscussedn the context
of Figurel. In addition,therulesappliedby receversto
determinewvhethera particularRST s valid vary across
differentoperatingsystemswhich theNIDS likely can-
nottrack.

A generalsolutionto this problemwould be to ensure
that RSTsare indeeddeliveredand accepted,.e., we
want“reliable RSTS’ We cando so,asfollows. When-
ever the normalizerseesa RST paclet sentfrom A to
B, afternormalizingit andsendingit on, it synthesizes
asecondacletandsendshatto B, too. Thisadditional
paclet takesthe form of a TCP“keep-alve; whichis a
datales$ ACK paclet with a sequenceumberjust be-
low the point cumulatiely acknavledgedby B. The
TCP specificatiorrequiresthat B mustin turn reply to
thekeep-alve with an ACK paclet of its own, onewith
thecorrectsequencaumberto beacceptedy A, to en-
surethatthetwo TCP peersaresynchronizedHowever,
B only doesthis if the connectionis still open;if it is
closed,t sendsa RSTin responséo the keep-ale.

Thus, using this approachthereare four possibleout-
comeswhenerer the normalizerforwardsa RST paclet
(andtheaccompaying keep-alve):

(i) TheRSTwasacceptedy B, andso B will gen-
erateanotherRST backto A uponreceiptof the
keep-alve;

(i) theRSTeitherdid notmakeit to B, or B ignored
it, in which caseB will generatean ACK in re-
sponsdo thekeep-alve;

(iii) thekeep-alve did notmakeit to B, or B ignored
it (thoughthis latter shouldnt happen);

(iv) or, theresponseB sentin reply to the keep-alve
waslostbeforethe normalizercouldseeit.

The normalizerthenusesthe following rule for manag-
ing its stateuponseeinga RST. uponseeinga RSTfrom
A to B, retain the connectionstate; but subsequently
uponseeinga RSTfrom B to A, tear downthe state*
Thus,the normalizeronly discardsthe connectionstate
uponseeingproofthat B hasindeedterminatedhecon-
nection. Note that if either A or B misbehaes, the
schemestill works, becausene of the RSTswill still

3In practice ,onesendshe lastacknaviedgedbyteif possible for
interoperabilitywith older TCPimplementations.

40f coursewe do not senda keep-ale to male the secondRST
reliableor we'd initiatea RSTwar.



have beenlegitimate; only if A and B colludewill the
schemefail, and, asnotedearlier in that casethereis
little anormalizeror aNIDS cando to thwart evasion.

Therule above addressesase(i). For case(ii), thenor

malizer neednt do arnything special(it still retainsthe

connectiorstate,in accordancevith therule). For cases
(i) and (iv), it will likewise retain the state, perhaps
needlesslyput thesecasesshouldbe rare,and are not

subjectto manipulatiorby A. They couldbecreatedby

B if B is malicious;but not to much effect, asin that

casethe connectionis alreadyterminatedasfaras A is

concerned.

6.2 Cold start for TCP

Recallthatthe“cold start” problemconcerndiow anor-

malizershouldbehae whenit seedraffic for a connec-
tion that apparentlyexisted before the normalizerbe-
ganits currentexecution(§ 4.1). One particulargoal
is thatthe normalizer(andNIDS) refrain frominstanti-
ating statefor apparently-actie connectionsinlesshey

candeterminghattheconnections indeedactive; other

wise,aflood of bogudtraffic for avarietyof non-eistent
connectionswould resultin the normalizercreatinga
greatdealof state resultingin a state-holdingttack.

Accordingly, we needsomeway for the normalizerto
distinguishbetweengenuine,pre-&isting connections,
andbogus,non-&istentconnectionsandto do soin a
statelesgashion!

As with the needin the previous sectionto make RSTs
trustworthy, we canagainusethetrick of encapsulating
theuncertaintyin a probepacletandusingthe stateheld
(or not held) at the recever to inform the normalizers
decisionprocess.

Our approachs basedon the assumptiorthat the nor-
malizerlies betweera trustednetwork andanuntrusted
network, and works asfollows. Upon seeinga paclet
from A to B for which the normalizerdoesnot have
knowledgeof anassociatedonnectionijf A is fromthe
trustednetwork, then the normalizerinstantiatesstate
for a correspondingonnectionand continuesasusual.
However, if A is from the untrustednetwork, the nor-
malizer transformsthe paclet into a “keep-alve” by
strippingoff thepayloadanddecrementinghesequence
numberin the header It then forwardsthe modified
paclet to B andforgetsaboutit. If thereis indeeda
connectionbetweenA and B, then B will respondto
the keep-alve with an ACK, which will sufice to then
instantiatestatefor the connectionsinceB is from the
trustednetwork. If noconnectiordoesin factexist, then
B will eitherrespondvith aRST, or notatall (if B itself

doesnot exist, for example).In both of thesecasesthe
normalizerdoesnotwind upinstantiatingary state.

The schemeworksin partbecausélCP s reliable: re-
moving the datafrom a paclet doesnot breakthe con-
nectionbecaused will work diligently to eventuallyde-
liverthedataandcontinuethe connection.

(Note that a similar schemecan also be appliedwhen
thenormalizerseesaninitial SYN for anew connection:
by only instantiatingstatefor the connectioruponsee-
ing a SYN-ACK from thetrustednetwork, theloadona

normalizerin thefaceof aSYN floodingattackis dimin-

ishedto reflecttherateatwhichthetargetcanabsortthe
flood, ratherthanthefull incomingfloodingrate.)

Evenwith this approachthough,cold startfor TCPstill
includessomesubtle,thorny issues. Onein particular
concernghe windowscalingoption that canbe negoti-
atedin TCP SYN pacletswhenestablishinga connec-
tion. It specifiesa left-shift to be appliedto the 16 bit
window field in the TCP headerin orderto permitre-
ceiver windows of greaterthan 64 KB. In general,a
normalizermust be able to tell whethera paclet will
be acceptedht the recever. Becausaeceverscandis-
card paclets with datathat lies beyond the boundsof
the recever window, the normalizerneedsto know the
window scalingfactorin orderto mirror this determina-
tion. However, uponcold start, the normalizercannot
determinethe window scalingvalue, becausghe TCP
endpointano longerexchangeit, they just usethe value
they agreeduponat connectiorestablishment.

We know of nofully reliableway by which the normal-
izer might infer the window scalingfactorin this case.
Consequentlyif thenormalizemwishesto avoid thisam-
biguity, it musteitherensurahatwindow scalingis sim-
ply notusedj.e.,it mustremaosethewindowscaleoption
fromall TCP SYNpadetsto preventits negotiation(or
it musthave accesdo persistenstateso it canrecover
the contet for eachactive connectiorunambiguously).

Doing so is not without a potentially significantcost:
window scalingis requiredfor good performancefor
connection®peratingover long-haul,high-speecaths
[1], andsiteswith suchtraffic mightin particularwant
to disablethis normalization.

More generally this aspecbf the cold startproblemil-

lustrateshow normalizationgansometimesomequite
expensvely. The next sectionillustrateshow they are
sometimesimply not possible.



6.3 Incompletenesof Normalization

In the absencef detailedknowledgeaboutthe various
applicationsnormalizationswill tendto berestrictedto
theinternetwork andtransportiayers. However, evenat
thetransporievel anormalizercannotremove all possi-
ble ambiguities.For example the semantic®f the TCP
urgent pointer cannotbe understoodwithout knowing
thesemantic®f theapplicationusingTCP:

0 1 2 3 4

riobot

URGIiNT
pointer

If the sendersendsthetext “r obot ” with the TCP ur-
gentpointersetto point to the letter “b”, thenthe ap-
plication may receve either “r obot ” or “r oot ;" de-
pendingon the soclet optionsenabledby the receving
application. Without knowledgeof the soclet options
enabledthenormalizercannotcorrectlynormalizesuch
apacletbecauseitherinterpretatiorof it couldbevalid.

In this casethe problemis lik ely not significantin prac-
tice, becauseall protocolsof which we are aware ei-

ther enableor disablethe relevant option for the entire
connection—sthe NIDS canusea bifurcatinganalysis
without the attacler beingableto createan exponential
increasdan analysisstate. However, the examplehigh-

lights that normalizers,while arguably very useful for

reducingthe evasionopportunitierovidedby ambigu-
ities, arenotanall-encompassingolution.

7 Implementation

We have implementednorm, a fairly complete,user

level normalizerfor IP, TCR, UDP andICMP. The code
comprisesabout4,800lines of C andusesl i bpcap

[10] to capturepaclets and a raw soclet to forward
them. We have currently testednorm underFreeBSD
andLinux, andwill releasét (andNetDuDE ,seebelow)

publicly in Summer2001via wwwsourcefoige.net

Naturally, for high performance productionnormalizer
would needto runin thekernelratherthanat userlevel,

but our currentimplementationmakes testing, dehug-

ging andevaluationmuchsimpler

AppendixA summarizeshecompletdist of normaliza-
tionsnormperformsandthesearediscussedh detailin

[4]. Herewe describeour procesdor testingandevalu-
ating norm, andfind thatthe performanceon commod-
ity PChardwareis adequatéor deploymentatasitelike

ourswith a bidirectional100Mb/saccesdink to the In-

ternet.

7.1 Evaluation methodology

In evaluatinga normalizer we careaboutcompleteness,
correctnessand performance.The evaluationpresents
achallengingproblembecauséy definitionmostof the
functionality of a normalizerappliesonly to unusualor
“impossible” traffic, and the resultsof a normalizerin
generalare invisible to connectionendpoints(depend-
ing on the degreeto which the normalizationgresere
end-to-endsemantics) We primarily useatrace-drven
approachin whichwe presenthenormalizemwith anin-
puttraceof pacletsto processasthoughit hadreceved
them from a network interface, and inspectan output
traceof the transformedpacletsit in turn would have
forwardedto the otherinterface.

Eachindividual normalizationneedgo betestedin iso-
lation to ensurethat it beharesaswe intend. The first
problemhereis to obtaintesttraffic thatexhibits the be-
havior we wishto normalize;oncethisis done,we need
to ensurghatnormcorrectlynormalizest.

With someanomalousehaior, we cancapturepaclet
tracesof traffic that our NIDS identifiesas being am-
biguous.Primarilythisis “crud” andnotrealattacktraf-
fic [12]. We canalsousetools suchasnmap[3] and
fragrouter [2] to generatetraffic similar to that an at-
tacker mightgenerateHowever, for mostof thenormal-
izationswe identified, no real tracetraffic is available,
andsowe mustgenerateur own.
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Figure5: UsingNetDuDEto createtesttraffic

To this end, we developedNetDuDE (Figure 5), the
Network Dump Displayerand Editor. NetDuDEtakes
| i bpcap paclettracefile,displaysthe pacletsgraphi-
cally, andallows usto examinelP, TCR, UDP, andICMP



headeffields® In addition,it allows usto editthetrace-
file, settingthe valuesof fields, addingand removing
options, recalculatingchecksumsgchangingthe paclet
ordering,andduplicating,fragmentingreassemblingr
deletingpaclets.

To testa particularnormalization,we edit an existing

traceto createthe appropriateanomalies.We thenfeed
the tracefilethroughnorm to createa new normalized
trace. We then both reexaminethis tracein NetDuDE
to manually checkthat the normalizationwe intended
actuallyoccurredandfeedthetracebackinto norm to

ensurghatonasecondasst doesnot modify thetrace
further. Finally, we storethe input andoutputtracefiles
in ourlibrary of anomalousracessothatwe canperform
automatedvalidationtestswhenaer we make a change
to norm to ensurghatchangingonenormalizatiordoes
notadwerselyaffectany others.

7.2 Performance

As mentionedabove, our currentimplementationof

normrunsat userlevel, but we are primarily interested
in assessingow well it might run asa streamlinedker-

nelimplementationsinceit is reasonabléo expectthat
a productionnormalizerwill merit a highly optimized
implementation.

To addresshis, normincorporates testmodewhereby
it readsanentirel i bpcap tracefile into memoryand
in addition allocatessufficient memoryto storeall the
resultingnormalizedpaclets. It thentimeshow long it

takesto run, readingpacletsfrom onepool of memory
normalizingthem, andstoringthe resultsin the second
memorypool. After measuringhe performancenorm
writesthe secondnemorypooloutto al i bpcap trace
file, sowe canensurghatthetestdid in factmeasurehe
normalizationsve intended.

Thesemeasurementthusfactorout the costof getting
pacletsto the normalizerandsendinghemout oncethe
normalizeris donewith them. For a userlevel imple-

mentation,this costis high, asit involvescopying the
entirepaclet streamup from kernelspaceto userspace
andthenbackdown again;for a kernelimplementation,
it shouldbelow (andwe give evidencebelow thatit is).

For baselingesting,we usethreetracefiles:

Trace T1: a 100,000paclet trace capturedfrom the
Internetaccesdink attheLawrenceBerkeley Na-
tional Laboratory containing mostly TCP traf-
fic (88%)with someUDP (10%), ICMP (1.5%),

5At thetime of writing, ICMP supports still incomplete.

andmiscellaneou$iGMP, ESRtunneledP, PIM;
0.2%). Themeanpacletsizeis 491 bytes.

Trace Ul: atracederivedfrom T1, whereeachTCP
headeihasbeenreplacedvith aUDP headerThe
IP partsof the pacletsareunchangedrom T1.

Trace U2: a100,000paclettraceconsistingentirelyof
92 byte UDP paclets,generatedisingnetcat

T1 givesusresultsfor a realisticmix of traffic; theres
nothing particularly unusualaboutthis tracecompared
to the other capturednetwork traceswe've tested. U1
is totally unrealistic,but asUDP normalizationis com-
pletelystatelessvith veryfew checksijt givesusabase-
line numberfor how expensve the more streamlined
IP normalizationis, asopposedo TCP normalization,
which includesmary more checksand involves main-
taining a control block for eachflow. TraceU2 is for
comparisorwith U1, allowing usto testwhatfractionof
theprocessingostis perpacletasopposedo perbyte.

We performedall of our measurementsn an x86 PC
running FreeBSD 4.2, with a 1.1GHz AMD Athlon
Thunderbirdorocessoand133MHzSDRAM. In abare-
bonesconfigurationsuitablefor a normalizerbox, such
amachinecostsunderUS$1,000.

For aninitial baselinecomparisonye examinehow fast
normcantake pacletsfrom onememorypool andcopy
themto the other without examiningthe pacletsatall:

Memory-to-memorgopyonly
Trace pkts/sec bit rate
T1,Ul | 727,270| 2856Mb/s
U2 1,015,600 747Mb/s

Enablingall the checksthat norm canperformfor both
inboundandoutboundraffic® examinesthe costof per
forming the testsfor the checks,even thoughmost of
thementailno actualpaclettransformationsince(asin
normaloperation)mostfieldsdo not requirenormaliza-
tion:

All chedksenabled
Trace| pkts/sec bit rate
T1 101,000 397Mbl/s
Ul 378,000| 1484Mb/s
u2 626,400 461Mb/s

Numberof Normalizations
Trace IP | TCP | UDP | ICMP
T1 111,551| 757 0 0

Total
112,308

8Normally fewer checkswould be enabledor outboundraffic.



Comparingagainstthe baselinetests, we seethat IP
normalizationis abouthalf the speedof simply copy-
ing the paclets. Thelarge numberof IP normalizations
consistmostly of simple actionssuchas TTL restora-
tion, and clearingthe DF and Diffserv fields. We also
seethat TCP normalizationdespiteholding state,is not
vastly more expensve, suchthat TCP/IP normalization
is roughly one quarterof the speedof UDP/IP nhormal-
ization.

Theseresultsdo not, of course meanthat a kernelim-
plementatiorforwardingbetweerinterfaceswill achieve
thesespeeds. However, the Linux implementationof
the click modularrouter[7] canforward 333,000small
paclets/seona700MHzPentium-Ill.Theresultsabove
indicatethat normalizationis cheapenoughthata nor
malizerimplementedas(say)a click moduleshouldbe
able to forward normal traffic at line-speedon a bi-
directionall00Mb/slink.

Furthermore,if the normalizers incoming link is at-
tacked by flooding with small paclets, we shouldstill
have enoughperformanceo sustainthe outgoinglink
at full capacity Thuswe concludethat deploymentof
the normalizerwould not worsenary denial-of-service
attackbasedn link flooding.

A morestressfulttackwould beto floodthenormalizer
with smallfragmentedaclets,especiallyif theattacler
generatesut-of-orderfragmentsandinterspersemary
fragmentedpaclets. Whilst a normalizerunderattack
canperformtriage, preferentiallydroppingfragmented
paclets,we preferto only dothisasalastresort.

To testthis attack,we took the T1 traceandfragmented
every paclket with an IP payloadlarger than 16 bytes:
trace T1-frag comprisessome 3 million IP fragments
with a meansizeof 35.7bytes. Randomizinghe order
of thefragmentstreamoverincreasingntervalsdemon-
strateghe additionalwork thenormalizemustperform.

For example,with minimal re-orderingthe normalizer
can reassembldragmentsat a rate of about 90Mb/s.

However, if we randomizethe orderof fragmentshy up

to 2,000paclets,thenthe numberof pacletssimultane-
ouslyin the fragmentatiorcachegrows to 335 andthe

dataratewe canhandlehalves.

rnd |input |frag'ed
intv’l | frags/s | bit rate
100|299,67086Mb/s
500/ 245,640 70Mb/s
1,000|202,20058Mb/s
2,000|144,87041Mb/s

output | output | pktsin
pkts/seg bit rate| cache
9,989 |39Mb/s| 70
8,188 | 32Mb/s| 133
6,740 | 26Mb/s| 211
4,829 |19Mb/s| 335

It is clearthatin theworstcasehormdoesneedto per

form triage, but thatit candelaydoing so until a large
fractionof the pacletsarevery badlyfragmentedyhich
is unlikely exceptwhenunderattack.

The otherattackthat slovs the normalizemoticeablyis

whennorm hasto copewith inconsistenfTCP retrans-
missions.If we duplicateevery TCP pacletin T1, then
this stresseshe consisteng mechanism:

All cheksenabled
Trace | pkts/sec| bitrate
Tl 101,000| 397Mb/s
T1l-dup| 60,220| 236Mb/s

Although the throughputdecreasesomevhat, the re-
ductionin performancés notgrave.

To conclude a softwareimplementatiorof a traffic nor-
malizerappeargo be capableof applyinga large num-
ber of normalizationsat line speedin a bi-directional
100Mb/senvironmentusing commaodity PC hardware.
Suchanormalizeris robustto denial-of-serviceattacks,
althoughin the specific caseof fragmentreassembly
very severe attacksmay requirethe normalizerto per
form triageon the attacktraffic.
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A Normalizations performed by norm

Our normalizer implementationnorm currently per
forms 54 of the following 73 normalizationswe iden-
tified:

IP Normalizations

| #] IPField | NormalizationPerformed
1| Version Non-IPv4pacletsdropped.
2 | HeaderLen | Dropif hdrlentoosmall.
3 | HeaderLen | Dropif hdrlentoolarge.
4 | Diffserv Clearfield.
5| ECT Clearfield.
6 | TotalLen Dropif totlen > link layerlen.
7 | TotalLen Trim if tot_len < link layerlen.
8 | IP Identifier | EncryptID.}
9 | Protocol Enforcespecificprotocolst
— | Protocol Passpaclet to TCRUDRICMP
handlers.
10 | Fragoffset | Reassemblffagmentegaclets.
11 | Fragoffset | Dropif offset+len> 64KB.
12 | DF ClearDF.
13 | DF Dropif DF setandoffset> O.
14 | Zeroflag Clear
15 | Srcaddr Dropif classD orE.
16 | Srcaddr Dropif MSByte=127or 0.
17 | Srcaddr Dropif 255.255.255.255
18 | Dstaddr Dropif classE.
19 | Dstaddr Dropif MSByte=127or 0.
20 | Dstaddr Dropif 255.255.255.255
21| TTL RaiseTTL to configuredvalue.
22 | Checksum | Verify, dropif incorrect.
23 | IP options Remae IP optionst
24 | IP options Zeropaddingbytesy
1 Indicatesnormalizationsplanned,but either not yet

implementedr notyettestedat thetime of writing.

Notethatmostnormalizationsreoptional,accordingo
local site policy.

UDP Normalizations

| # | UDPField | NormalizationPerformed |
1| Length Drop if doesnt matchlengthas
indicatedby IP total length.
2 | Checksum | Verify, dropif incorrect.




TCP Normalizations

ICMP Normalizations

| #| TCPField | NormalizationPerformed | [ #] ICMPType | NormalizationPerformed |
1| SegNum Enforce dataconsisteng in re- 1 | Echorequest Dropif destinatioris amulticast
transmittedsegments. or broadcasaddress.
2 | SegNum Trim datato window. 2 | Echorequest Optionally drop if ping check-
3 | SegNum Cold-start:trim to keep-alve. sumincorrect.
4 | Ack Num Drop ACK above sequencéole. 3 | Echorequest Zero“code”field.
5| SYN Remaove dataif SYN=1. 4 | Echoreply | Optionally drop if ping check-
6 | SYN If SYN=1& RST=1,drop. sumincorrect.
7| SYN If SYN=1& FIN=1,clearFIN. 5 | Echoreply | Dropif nomatchingrequest
8 | SYN If SYN=0& ACK=0& RST=0, 6 | Echoreply | Zero“code”field.
drop. 7 | Source Optionally drop to prevent
9| RST Remaoe dataif RST=1. qguench DoSj
10 | RST Make RSTreliable. 8 | Destination | Unscramble embeddedscram-
11 | RST Dropif notin window.{ Unreachablg bledIP identifierf
12 | FIN If FIN=1& ACK=0,drop. 9 | other Dropt
13 | PUSH If PUSH=1& ACK=0, drop. o ., )
14 | HeaderLen | Dropif lessthans. The following “transport protocol;arerecognlzgdbut
15 | HeaderLen | Dropif beyondendof pacet. currentlypassedhroughunnormalizediGMP, IP-in-IP,
16 | Resered Clear RSVRIGRF, PGM.
17 | ECE,CWR | Optionallyclear
18 | ECE,CWR | Clearif notnegotiatedf
19 | Window Remave window withdrawals.
20 | Checksum | Verify, dropif incorrect.
21 | URG,ugent | Zerourgentif URG notset.
22 | URG,ugent | Zeroif urgent> endof paclet.
23 | URG If URG=1& ACK=0, drop.
24 | MSSoption | If SYN=0,remove option.
25 | MSSoption | Cacheoption,trim datato MSS.
26 | WSoption If SYN=0,remove option.
27 | SACK pmtd | If SYN=0,removeoption.
28 | SACK opt Remwe option if length
invalid.f
29 | SACK opt Remue if left edge of SACK
block > right edgef
30 | SACK opt Remueif any blockabovehigh-
estseq.seent
31 | SACK opt Trim ary block(s) overlapping
or continguougo cumulatveac-
knowledgemenpoint.f
32 | T/ITCPopts | Remave if NIDS doesnt sup-
port.
33 | T/TCPopts | Remweif underattackf
34 | TSoption Remawe from non-SYN if not
negotiatedin SYN.f
35 | TSoption If pacletfails PAWStest,drop
36 | TSoption If echoedimestampwvasnt pre-
viously sent,drop}
37 | MD5 option | If MD5 usedin SYN, dropnon-
SYN pacletswithoutit.t
38 | otheropts Remwe options.




